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User Action Interpretation for Online Content
Optimization
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Abstract —Web portal services have become an important medium to deliver digital content and service, such as news,
advertisements, etc., to Web users in a timely fashion. To attract more users to various content modules on the Web portal, it is
necessary to design a recommender system that can effectively achieve online content optimization by automatically estimating
content items’ attractiveness and relevance to users’ interests. User interaction plays a vital role in building effective content
optimization, as both implicit user feedbacks and explicit user ratings on the recommended items form the basis for designing
and learning recommendation models. However, user actions on real-world Web portal services are likely to represent many
implicit signals about users’ interests and content attractiveness, which need more accurate interpretation to be fully leveraged
in the recommendation models. To address this challenge, we investigate a couple of critical aspects of the online learning
framework for personalized content optimization on Web portal services, and, in this paper, we propose deeper user action
interpretation to enhance those critical aspects. In particular, we first propose an approach to leverage historical user activity to
build behavior-driven user segmentation; then, we introduce an approach for interpreting users’ actions from the factors of both
user engagement and position bias to achieve unbiased estimation of content attractiveness. Our experiments on the large-scale
data from a commercial Web recommender system demonstrate that recommendation models with our user action interpretation
can reach significant improvement in terms of online content optimization over the baseline method. The effectiveness of our
user action interpretation is also proved by the online test results on real user traffic.

Index Terms —Action interpretation, Content optimization, Personalization, Recommender Systems
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1 INTRODUCTION Although editorial selection can prune low-quality content
ECENT years have witnessed rapid growth of thdems and ensure certain constraints that characterize the
Internet, which has become an important mediufortal website, such human effort is quite expensive and

to deliver digital content to Web users instantaneouslysually cannot guarantee that the most attractive and per-

Digital content publishers, including portal websites, suctPnally relevant content items are recommended to users

as MSN (http://msn.com/) and Yahoo! (http://yahoo.com/gSPecially when there is a large pool of candidate items.

and homepages of news media, like CNN (http:/cnn.confi & result, an effective and automatic content optimization
and the New York Times (http:/nytimes.com/), have affécomes indispensable for serving users with attractive

started providing Web users with a wide range of modulé®ntent in a scalable manner. Personalization is also a

of Web content in a timely fashion. For example, as shovifSirable feature for the content optimization since it can

in Figure 1, there are various specific content modules ##fther tailor content presentation to suit an individual's
the Yahoo! portal, such &oday Modulepresenting today’s Interests rather than take the traditional “one-size-fits-all”
emerging events\ews Moduleresenting news of various @PProach. _ _
aspects, andlrending Now Modulepresenting trending [N general, personalized content recommendation on
queries from a search engine that is used in the porR@rtal websites involves a process of gathering and stor-
website. Although there are multiple content venders affgd information about portal website users, managing the
plenty of content, Web users usually have short attentiG@Ntent assets, analyzing current and past user interactive
spans while browsing the portal. Therefore, it is necessa#§tions, and, based on the analysis, delivering the right
for those Web publishers to optimize their delivered contefPntent to each user. Traditional personalized recommenda-
by identifying the most attractive content to catch user§0n approaches can be divided into two major categories:
attention and retain them to their portal sites on an ongoigntent-based filteringand collaborative filtering In the
basis. former method, a profile is generated for a user based
Often, human editors are employed to manually sele@® content descriptions of the content items previously

a set of content items to present from a candidate pofited by the user. However, the main drawback of this
approach is its limited capability to recommend content

e J. Bian is with Yahoo! Labs, Sunnyvale, CA 94089. items that are different than those previously rated by
E-mail: joian@yahoo-inc.com users. Collaborative filtering, which is one of the most
* é;n?;’i?ga'rﬁe"i%h ;ﬁgg?&éi‘ga Sunnyvale, CA 94089. successful and widely used techniques, analyzes users’
e X. He is with l\}llicrosoft, Beijing, China. ratings to recognize commonalities and recommend items
E-mail: xihe@microsoft.com _ by leveraging the preferences from other users with similar
) E'-nlw?aei?ds}/ri;fa\r/\ilrl:\h@%?gilleéo'\rﬂnoumaln view CA 94043 tastes. However, since portal websites usually aim at recom-
e Y. Chang is with Yahoo! Labs, Sunnyvale, CA 94089. mending emerging information, such as news in the News
E-mail: yichang@yahoo-inc.com Module and the Today Module and trending queries in the

Trending Now Module on Yahoo! as shown in Figure 1,
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G aodule, . Jrending Now Module Furthermore, to build effective recommendation model,

o tovren we propose more accurate approaches to interpret user

— ~actions, especially in terms of user engagement and position

bias when users browse or click content items. The new

user action interpretation can benefit recommendation by
sampling those user visit events that are really informative
to learning the recommendation model.

To summary, the main contributions in this paper include:

o An effective online learning framework for taking
advantage of user actions to serve content recommen-
dation in real time or near real time;

« A new approach to leverage historical user activity
to build a behavior-driven user segmentation, which
results in higher engagement after application to the

News Module personalized content optimization;

« A novel approach of interpreting users’ actions for the
online learning to achieve better estimation on content
items’ attractiveness, including taking into account the
factors of both user engagement and position bias.

o ] . ] The rest of this paper is organized as follows. Section 2

collaborative filtering may not be appropriate since it suffefgiews the literature in content optimization. In Section 3,

from the cold-start problem [26]. we propose our online learning framework for recommen-

Although hybridization can alleviate some of the weakdation and point out the critical challenges for achieving

nesses associated with collaborative filtering and othiegtter recommendation. To address these challenges, Sec-

recommendation techniques, there are still a few criticdbn 4 proposes more accurate user action interpretation
challenges that are unique to content optimization at portal achieve better personalization and refine the online
websites and have not been well-studied in the literatutearning approach by filtering out non-informative user visit

First, as there is a big traffic of users’ visiting in everyvents. A large-scale evaluation and discussion based on

minute, portal websites can attract a large number of usefie data from a commercial portal website are presented in

actions in terms of browsing and clicks on presented coBection 5. In this section, we also include the model tests on
tent modules. Such user action information can obvioustgal user traffic beyond offline experiments. We conclude

provide strong signals of users’ recent interests on thige paper and point out future work in Section 6.

content item. However, it is quite a challenge to incorporate

them into the recommendation model in real time or near

real time. Second, as the purpose of personalization%s RELATED WORK

to provide users with personalized experience of highlgontent optimization is defined as the problem of selecting

attractive content, the problem of how to appropriatelyontent items to present to a user who is intent on browsing

define user segments (i.e. divide users into different groug information. There are many variants of the problem,
according to their interests) to achieve personalization bgepending on the application and the different settings
comes crucial for effective content optimization. Moreovegyhere the solution is used, such as articles published on

since user action information plays a vital role in modportal websites [3], [2], news personalization [12], [28],

eling users’ interests and content items’ attractiveness idcommendation of dynamically changing items (updates,

the recommender system, accurate understanding of ugg@ets, etc), computational advertising [7], [32] and many
actions become one of essential factors to reach higthers. This work will address one variant that displays

recommendation performance. the best set of trending queries from a search engine in a
To address all of these challenges, in this paper, weodule on the portal website. This application is different

first introduce aparallel-serving-bucketonline learning from the task of query suggestion in web search in the sense

framework which can instantaneously model the user dtyat it recommends popular queries to users from a certain
tions (i.e. browse and click) in the recommender systepool of globally trending queries while query suggestion
in order to serve users with better recommendation. In tr8sggests queries relevant to what the user just submitted to
online learning framework, we propose to use a dedicatadsearch engine.

model to estimate the attractiveness score, specified a3 here are two major categories of approaches for content

click-through rate (CTR), for each candidate content itemecommendation, content-based filtering and collaborative

individually. To achieve personalized recommendation fiiltering. The former one reflects the scenario where a

our framework, we employ a divide-and-conquer strategggcommender system monitors a document stream and

which first categorizes users into diverse groups baspdshes documents that match a user profile to the cor-
on their interests as modeled by user action informatioresponding user. Then, the filtering system uses explicit
and then serve users in each group with recommendati@hevance feedback from users to update the user’s profile

modeled by user actions of those users in the same grouping relevance feedback retrieval models [41], [40], [42]

Web  Image:

>N, Mo

Fig. 1. A snapshot of Yahoo! front page. The page con-
tains multiple recommendation modules such as Today
module, Trending Now module and News module.
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or machine learning algorithms [27], [39]. Collaborativgpersonal attributes. However, such user segmentation on the
filtering goes beyond merely using document content tmsis of simple demographic variables does not necessarily
recommend items by taking advantage of information fromeflect different users’ interests on the content of the portal
other users with similar tastes and preferences [26], [21§ebsite. [10] and [11] recently proposed user behavior
[20], [19], [35]. Previous studies [31], [38], [14], [25] havefeature-based models for personalized services at individual
tried to combine both technigues for more effective conteahd segmentation levels, respectively. Those personalized
optimization. models are shown to outperform several demographic
Most of existing studies focus on building the offlinesegmentation models. However, they did not analyze the
recommendation model. However, in this work, we aim a&uality of each of more than 1000 user behavior features.
addressing the problem of online content recommendatidn.our work, we take advantage of user click information to
Those previous approaches may not be good enough belect a subset of user behavior features with high quality.
cause, in the context of online content recommendation,Considerable research on user action interpretation has
both the content pool and users’ interests change vdrgen conducted in the context of web search. In particular,
frequently, and offline models cannot be updated accordingline user behavior modeling has attracted much attention
to such changes very efficiently. To address this problein,recent years. Some work discussed user behavior models
we propose an online learning framework for personalizdzhsed on controlled user studies [22], [33], while other
recommendation. In our work, we also leverage user behatudies focused on large-scale log analysis [36], [15].
ior information to combine the two techniques. In particuRecently, some research [18], [17] has used eye-tracking
lar, we apply user action interpretation to model relevanstudies to understand in detail how searchers examine
feedback used in content-based filtering. We employ usgarch results, meanwhile dwell time interpretation has also
behavior based segmentation, which follows the directigitracted significant attention [24], [23] and has been exten-
of collaborative filtering, to improve the effectiveness o$ively used for various information retrieval tasks [8], [29],
the content recommendations. Note that, in this work, tiié]. However, user action interpretation has not received
content itself of the items is not used in building the regnuch attention in the studies of content optimization. Our
ommendation model since the corresponding computationebrk proposes to deeply analyze user action interpretation
cost is a little large especially when we target at onlin®r content optimization. In particular, we leverage user
recommendation. But, the content based features codlehavior information to sample training examples in order
be used to address the cold-start problem even in onlitte remove those that can benefit little for learning the
recommendation. Due to the space limit, we will not covegffective model. To our best knowledge, there are very few
this direction in this paper. of previous works that have studied interpreting user actions
To improve personalized content optimization, usintp the context of content optimization. Das et al. [13]
historic user behavior information on the respective agnd Liu et al. [30] have made earlier effort to enhance
plications have been explored by a couple of previoiews recommendation based on users’ click behaviors.
studies. These have demonstrated that such informat@@yond them, our work will propose a more comprehensive
can be extremely helpful for improving recommendatioftudy on the effects of users’ behaviors for online content
performance. For instance, many studies propose buiRptimization, and our study will be expanded into any
ing user profiles for content scoring in the recommendépntent module
system. [6] describes an approach to build user profile
models for adaptive personalization in the context of mobi®@ ONLINE LEARNING FOR PERSONALIZED
content access. YourNews [5] allows users to customif®ecoMMENDATION

their interest profiles through a user model interface. The%se

studies on user behaviors show the benefit from customi gFthZ;gﬁgﬁgégvso'g:g:l:ggoor#:noer::jn;il)enag;'r\:\?elilrzr:?:é Olr(lé
tion, but also warns of the downside impact on systerﬁ P y

performance. In our application we take advantage of u%?emsﬁt?fgtiﬁ;ltgf gsrpoerwl;)&:?a;ur?jg?ges’ ginﬁ)o'\?vth?clﬁ
behavior information without explicitly soliciting it from 9 9 Y '

users. Newsjunkie [16] provides personalized news fee\&II be addressed in detail in the next section.
for users by measuring news novelty in the context of sto-
ries the users have already read. In our work, we go beyoad Problem formulation
the module of trending queries, the target applications. W& we target recommendation applications at content mod-
also utilize user behavior information from other modulesles on web portals, our goal is to optimize content rec-
on the portal website to optimize the recommendatiasmmendation such that a certain user engagement metric,
performance. such as overall CTR, is maximized. For a pool of candidate
A personalized service may not be exactly based @ems, human editors can be employed to manually rank
individual user behaviors. The content of the portal websithe candidate items according to content attractiveness and
can be tailored for a pre-defined audience, based on offlingers’ interests and then recommend top ranked items to
research and conjoint analysis. In very early studies [37sers. However, it requires expensive human effort and
homogeneous groups of consumers are entailed by the naanot guarantee that the most attractive and relevant items
of a priori segmentation. For example, recommendatioase recommended to users due to the interest gap between
can be based on demographic classes categorized by useditors and Web users. Therefore, we attempt to design a



IEEE TRANSACTIONS ON KNOWLEDGE AND DATA ENGINEERING, VOL. , NO., DEC 2011 4

recommender system that achieves content recommendati -
b . . . . . , . Random learning bucket

y automatically estimating candidate items’ attractivenes: | I | |
and relevance to users’ interests. Such a recommend t-1 t t+1 t+2
system has three critical characteristics:

1) Online learning To attract more users to browse and
click content items displayed on the content modules [model,, s i modek.;

on portal websites, an online learning methodology \ \
is necessary because it enable us to model user.
behaviors (i.e. clicks and views) on the portal websites t{l f t|+1 t|+2
as implicit feedbacks and update the recommendatio

model accordingly in real time (or almost real time), Serving bucket
SO as to serve more attractive and relevant content t
users. Fig. 2. Online learning flowchart. A Random learning

2) Per-item modelTo build effective online recommen-bucket is used for exploration purpose. At the end of
dation model, the straightforward but reliable methodach time interval, the model for each candidate item
is to apply a dedicated model for each candidate updated based on the users’ clicks and views in
content item to estimate its attractiveness/relevancandom learning bucket during this time interval. In the
score. Using these dedicated per-item models, we caext time interval, the updated model is applied to the
rank all items by their respective recommendatiooorresponding candidate item in the serving bucket. In
scores in the descending order and present the tiyis way, all the candidate items are displayed by rank-
ranked ones to users. Under the scenario of onlimgg scores (computed by their corresponding updated
learning where real-time user feedbacks are availabtapdels) in the serving bucket.
the ranking score of an item can be estimated by its

CTR, which represents a strong signal of attractivenegs serve as recommended items for each user visit. In our
of this item to users. In the rest of this paper, we Wi%ystem, we limit theandom learning buckeb occupy only
apply the per-item model by default without explicita small fraction of the whole traffic, thus, the probability
declaration. that a user visit falls into this bucket is very small. We use
3) Personalization Personalization has become very imthis random learning bucketo estimate item CTRs for all
portant for content optimization as it provides usergme intervals. Although serving candidate items at random
with a customized experience of highly attractive anig obviously not the optimal recommending strategy, this
relevant content, so as to enhance user engagemeaidom learning bucketan benefit the online learning in
conversions, and long-term loyalty. To introduce peeanother way. In particular, since each of items from the
sonalization for content optimization, our online learncandidate pool have the equal chances to be served to users
ing framework employs divide-and-conquestrategy. in the random learning bucketwe can obtain the unbiased
In particular, we divide users into a few differentestimated CTR for each item based on users’ feedbacks in
groups based on user profiles; for each group of useflsis bucket. Such unbiased CTRs can be further used as
the recommender system serves them with the modelgong signals of users’ interests on the respective items

which are updated using user actions only by thosg benefit online learning model, i.e. the modelsefrving
belonging to the same group. This approach is referr@gcket

as personalization driven hyser segmentation In our parallel-serving-bucketspproach, as shown in
In the rest part of this section, we will elaborate each dfigure 2, all the models in both buckets are updated simul-
these three components in details. taneously every 5 minutes (i.e., the time interjtak + 1]

equals 5 minutes in Figure 2). In general, within Hseving
bucket each per-item model, at a certain time paint 1,

is adapted to the observations (users views and clicks) the
To enable Online Iearning fOI’ content Optimization, Wgorresponding |tem from thandom |earning buckduring
introduce a parallel-serving-bucketsapproach. Figure 2 the time intervallt,t + 1]. The updated models are then
illustrates the flowchart of this online learning approacgpp"ed to the candidate items serving buckeiand the

for the system. We use the ternicketto denote a part of jtems are displayed by the ranking scores in descending
the whole users visit traffic on portal websites. Differengrger.

bucketsyield different strategies to serve recommendation.

Specifically, in ourmparallel-serving-bucketframework, we

divide the whole users visit traffics into two parallel bucket3-3 Per-ltem Model

serving simultaneously in the systermandom learning To build effective online recommendation model, the

bucketand serving bucketWhen a user visits the portalstraightforward but reliable method is to apply a dedicated

website, this visit event can be randomly assigned intnodel for each candidate content item to estimate its

either therandom learning buckeor the serving bucket  attractiveness/relevance score. Using these dedicated per-
Within the random learning bucketa certain number of item models, we can rank all items by their respective

items are randomly sampled from the pool of candidatescommendation scores in the descending order and present

3.2 Online Learning
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the top ranked ones to users. To adapt per-item modeltéchniques to group users based on extracted features.
our online learning framework, it is essential to emploWe collect two major categories of user features that is
an effective method for updating per-item models. In thigvailable to the portal website owner: Explicit features
paper, we employ &stimated Most PopulafEMP) model. the personal information explicitly requested by the portal
Assume during the time intervdt,¢ + 1], an item was website, such as age, gender, location, preferences, etc. 2)
displayed to users, ;) times, which resulted im, ,;,; Implicit features various types of users’ behaviors tracked
clicks, and assume this item's CTR estimationpjspre- by portal website, such as browsing and purchasing patterns
dicted by its previous model at time then, for the model of users on the pages within this website, etc. Both of these
of this item at timet + 1, the CTR estimation of this item two categories of user features can implicitly represent

is updated as users’ preferences and recent interests over Web content.
Dot = VPt T+ Cltt+1) @ In our recommender system, each user is represented as a
* Ve + N et1) vector of features, whose dimensionality can be more than

. : . . . ..1,000 in our experiments. The specific clustering techniques
\L,ngdez;?e?jt Eliss the sample size of the prior belief, which IS4ill be discussed in the next section.

= W — +n — 2
Yt Ve—1 [t—1,4] (2) 3.5 Challenges

in which w is a time-decay factor to discount the sampleg, this section, we have presented the online learning
which happened long time ago. o . approach for content optimization which implements per-
The intuition in Equation (1) is that, given its priorspnalization based on user segmentation. However, there
probability p;, the CTR estimation is updated according tQe two critical challenges:
new observations of cl_icks _and views during time intervall) How to appropriately divide users into different groups?
[,1+1]. The sample size; is used to control the balancethe criterion for a good user segmentation is that homo-
between the prior probability and new observations. Theaneous users (users with similar interests, characteristics,
higher the value ofy;, the more confidence we have orhehayiors, etc.) should belong to the same group, while
the prior probability. If the value ofy, is set lower, the nheterogeneous users should belong to different groups.
CTR estimation relies more on the new observations. Mofgihough it is possible to heuristically set some rules to
details of EMP can be found in [1]. In this paper, theyoup users based on explicit user features, it may not be
EMP approach is regarded as the baseline, which is d8timal to represent users’ different interests. Since we can
be compared with new proposed approaches based on ysgfact a large number of implicit user behavior features,
action interpretation that we will explore in the next sectioyich provides more signals of users’ interests, it becomes
challenging to develop an automatic method for deriving
3.4 User Segmentation better user grouping based on users’ diverse interests,

. o . i he high dimensionali f th rf res m
To introduce personalization for online content opt|m|zat-’ecause the high dimensionality of the user features may

) ) . easily lead to over-fitting if they are directly used by
tion, we propose employingser segmentatiobased ap- chine learning algorithms
proach, n \.Nh'Ch homogeneous groups of users are entai 8Within each group, how .to best utilize user feedback
B}s/e?s grrzlaogei/z%mva?rﬁﬂgn dégrgétgjh?ésoﬁmﬁgnszgﬁ\emoo formation to achieve effective online learningRe learn-

) L | samples provided for online learning are characterized
There are a few other categories of personallzanon “Pased on user feedback actions (i.e., clicks and views).
proaches; hqwever, the user sggmgntatlon apPrO‘?‘.Ch Y o%mever, after conducting user segmentation, learning sam-
advantages in terms of both sw_nphcﬂy and reliability, €S5las in each user segment are not as ample as using all
pecially for real-world com_merC|aI recommend_er S.yStemg'a ples, therefore, correct understanding of user actions
Note that, user s_egmentauo_n based persqnahzaﬂon 'S B8 omes more critical for obtaining effective recommenda-
a deep personalization as it cannot provide the speci fén models
solution for each user. But, the following experiments base :

on such shallow personalization still demonstrate that the In the next section, we will address both of these two
. ; VP . o : éﬁallenges by introducing appropriate user action interpre-
is a big potential benefit from personalization to improv

. R ?ation, the effectiveness of which will be demonstrated in
online content optimization.

. o . . Section 5.
To integrate user segmentation into the online learning

approach as introduced in Section 3.2, users are divided into

a small number of groups, each of which has its exclusift USER ACTION INTERPRETATION

online learning and serving process. In other words, ea®h address those challenges raised in Section 3.5, we

user group has its own per-item models which are learnatjue that good understanding and exploitation of user

based on clicks and views only from the users belongiragtions, including clicks and views, can effectively benefit

to the corresponding group, and the serving results usitige recommendation by better understanding users’ general

these models are also only applicable to the users belongintgrests and the items’ attractiveness to users. In the fol-

to the corresponding group. lowing of this section, we first propose to use historical user
To obtain this user segmentation, we propose generalick information to select discriminant features for user

izing a set of user features and then applying clusterimggmentation (Section 4.1). Then, we study how to improve
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online learning based on more accurate interpretation 4f1.2 Unsupervised Clustering

users’ actions in terms of clicks and views with considering/han users surf on the Web. there is plenty of infor-
both user engagement and click position bias (Section 4.2).+:0n about user's behavior on the content displayed

to them. Although the interactions between the user and
the content items vary depending on the types of content
items involved, we can always observe or generalize some
To appropriately divide users into different segments, tfehavioral patterns from user side. For a content item
most straightforward method is to group uses based on thegisted on a Web page, a user may click to see more details.
explicit static features, such as demographic informatidd@sed on the log of users’ actions on a commercial portal
(Section 4.1.1). However, this heuristic rule-based meth¥¢ebsite, we can extract several thousand binary features
may not be optimal since the generated Segmemationdgscribing users’ behavior patterns. Such rich user behavior
ad hoc and it ignores large amounts of implicit user bddformation can provide implicit signals for indicating
havior information which can better reflect users’ interestySers’ interests which can improve the performance of
We propose to take advantage of the rich user behavRfrsonalized content optimization.
information, especially the history of users’ clicks on the Intuitively, users with similar behavior patterns are more
portal website, to obtain a user segmentation that resultslifely to have the similar interests. Thus, we can define a
a better serving content optimization. In particular, we willeature vector for each user by using those binary features.
introduce two different clustering techniques for leveragingowever, due to the large number of binary features from
such important information. the commercial portal website, we first attempt to reduce
the dimension of user features by doing feature selection.
The straightforward method is to select features based on
support which means the number of samples having the
Intuitively, users with the same demographic features, sutgature. Only the features of high support above a prefixed
as age and gender, are likely to have the similar interegtisteshold, e.g5% of the population, will be selected.
Accordingly, the straightforward approach for user segmen-In this paper, we propose another feature selection
tation is to group users based on combination of severakthod by utilizing users’ click behavior on the module
demographic features which are provided as profiles to teerved by our recommender system. In particular, we first
portal website by users themselves. In this paper, we appllect a set of items which have been clicked by users in
both age and genderand group users into 7 segments, athis content module during a certain period. Then, we can
illustrated in Table 1. generate a feature vector of each item by aggregating the
feature vectors of users who ever clicked the item in the
TABLE 1 certain period. After that, we normalize each dimension of
User segmentation based on demographic features.  the feature vector across different items. Finally, we can
select those feature dimensions whose respective highest

4.1 Action Interpretation for User Segmentation

4.1.1 Segmentation by Demographic Information

Segment Age Range and Gender normalized value is above a prefixed threshold. We consider
f-u20 10 < age<= 20, gender = femalg . . .
fud0 | 20 < age<= 40, gender = femald that this new feature selection methqd can be more effective
f-u80 | 40 < age<= 80, gender = femalg since the selected ones are more important to those users
m-u20 | 10 < age<= 20, gender = male who have more engagement on the certain content module

m-u40 20 < age <= 40, gender = male
m-U80 |40 < age<— 80 gender = male rather than the whole set of users.

unk unknown age or gender After selecting a set of important behavior based features,
we can define each user in this new feature space and

Note that, besides the information of age and gend%%en apply unsupervised clustering method, e.g. k-means,

there are also other useful demographic features to divi ee(r::tua?g; ?gf LSS;J: e clustering output will form the seg

users, such as location. We have conducted some primitive '

experiments, which also illustrate that user segmentation .

based on location can also benefit the recommendatitr}-3 Tensor Segmentation

performance. Due to the limited space, we will not show more sophisticated approach [11], tensor segmentation,

the details in this paper. has demonstrated its effectiveness for conjoint analysis,
Overall, this heuristic segmentation approach is simpWhich is a method in market research to measure how

and easy to implement; however, it may not necessarityistomers with different preference value different features

be optimal since 1) the demographic information usenf the product or service. Since tensor segmentation is

filled as profiles on the portal website may be noisy @ scalable conjoint analysis technique to learn the user

fictitious, and 2) such segmentation may not be fine-grainpeeference in the presence of user features and product

enough for the purpose of personalized recommendati@haracteristics, by viewing content items as the product

In the following of section, we will propose to leveragen conjoint analysis, we can apply this technique for user

user behavior information, which we believe can be a betteegmentation in our study.

indication for users’ interests on the Web, to build a user The basic idea of the tensor segmentation is as follows.

segmentation so as to better serve content optimization.Denote a user by a user feature vectgr a content item




IEEE TRANSACTIONS ON KNOWLEDGE AND DATA ENGINEERING, VOL. , NO., DEC 2011 7

by an item feature vectot;, then a tensor product of thenot necessarily mean the user is really engaged in all the
user,z;, and the content iteny;, is defined as content modules displayed to the user. Here, engagement
means that the user examined or at least partly examined
recommended content. For example, when a user visits
the Yahoo! frontpage as shown in Figure 1, it is possible
she totally ignores the displayed Trending Now module
contents as she may be attracted by the contents of other
modules such as Today module, or she directly goes for
other services such as search and e-mail.

where W is a |x;| by |z;| matrix, which is also known For a recommendation module, accurate CTR estimation
as a bilinear model and has been extensively studied should be based on the events where users were really
the literature [9], [34];s;; represents the indicator of theengaged in this module, instead of all the events where
correlation between the user and the item, which can B contents of this module were merely displayed to the

[25] |z:]

Sij = E § WabTibZj,a-

a b

It can be simplified as vector-matrix multiplication as

T
Sij = I; WZj,

conveniently related to the responsg; (i.e. click or not),

users. In our work, we identify three categories of events

of the userz; on the content itemz; by logistic regression regarding user engagement:

as .
1
p(rijlsij) = 11 eCrasiyto)
where. is the global offset to deal with highly imbalanced
click/view events.

In the solution of [11], user-specific biag and query-
specific biasy; were introduced. Thus the tensor indicator
si; is transformed into

8ij = Sij — i — Vj- .
we can easily obtain the matri¥” by solving the logistic
regression problem. After matri¥/ is available, any user
x can be projected to new feature spacdlasz, a vector
with length of|z;|. In the new feature space with the same
dimension as content items, a clustering algorithm can be
applied to the transformed user feature vector to obtain®
the user clusters. We utilize the K-means algorithm on
transformed user feature vectors to generate user clusters.

Note that, in contrast to traditional unsupervised clus-
tering techniques, the tensor segmentation is a supervised
method in the sense that it takes advantage of users’
responses (i.e. click or not) to various content items as
labels to infer users’ interests under the semantic feature
space of content items.

4.2 Action interpretation for online learning

As introduced in Section 3.2, the online learning algorithm
relies heavily on user clicks and views, which are critical for
developing effective content optimization. For a candidate
item, its CTR is estimated based on the number of clicks
and views for this item (Equation 1), which implies that

correct interpretation of user actions is important since
click/view samples are derived from the user actions logged

Click event: click eventis an event where the user
clicked one or more items in the module after she
opened the web page. In a click event, the user is
engaged in the module under study because she must
have examined at least some of items recommended
by the module. Note that one click event consists of
the user’s click on one item and her views on other
items along with it. Obviously, click events is useful
for CTR estimation.

Click-other event: click-other eventontains at least
one action on other application/modules in the in-
terface (such as clicking items displayed by other
modules, doing search in search box, etc). Obviously,
click-other events should be excluded from being used
for CTR estimation.

Non-click event besides click events and clicks-other
events, there are alsmn-click eventsn which users
had no action such as click or search after they opened
the web page. For a non-click event, unlike click
event or click-other event, it is not straightforward to
determine whether or not the user actually examined
the module under study as usually the system cannot
track user's eyes. However, based on user’s historic
behaviors, it is still possible to deduce if the user
intends to examine the module or not. Intuitively, if
a user often clicked the module under study in the
past, it implies this user is interested in this module
so that it is likely she actually examined the module in
the latest event. For a user, we can check the number
of clicks on the module during a specified length of
past period and use such click humber to present the
prior probability that this user actually examined the
module in the event.

by the portal website. Along this direction, we address twh.2.2 Position Bias
important factors in this section, includinger engagement For an item, we attempt to aggregate its clicks/views at all

and position bias

4.2.1 User Engagement

positions for CTR estimation; otherwise, the samples at a
single position may not be enough for reliable estimation.
As introduced in Section 3.2, item CTR estimation is based

As shown in Figure 1, there is usually more than one coph the click/view counts by Equation (1), in which all the
tent recommendation module on portal website. Differeiticks are treated equally. However, click position should
content modules are likely to compete with each other onadso be taken into consideration.

densely packed interface such as the frontpage of the portaln the example of the Yahoo! Trending Now module,
website. Therefore, one user visit on the portal website méhere are always ten recommended queries that are dis-
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1 incorporated into the model, we need to overweight this
click sample by2:. To estimate relative position prior factor
0.8 4 B . o )
o 35, we can accumulate a period of historical data in the
506 random learning bucket as we did for Figure 3, then use
g the average CTR values at different positions to compute:
804
3 8 CIR
0.2 - = == (5)
Bj  CTR;
0 whereCTR;, the average CTR at Positignis the approx-
2 4 6 8 10 fati
position imation of £, ,(CTR, ¢ ;).

Fig. 3. Relative CTRs at different positions in random 5 EXPERIMENTS

learning bucket. ] ) ) ) )
In this section, we design experiments to validate our

played to users (shown in Figure 1). When an item groposed approaches, i.e., action-interpretation-based user

displayed at different positions, the probability that it wilSegmentation (Section 4.1) and online learning with consid-
be clicked is different. Figure 3 illustrates this positior’?”n,g, aCt'qn mterprgtatlon, |ncIud!ng user engagement and
bias effect in random learning bucket (not serving bucke osition bias _(S_ecn_on 4.2), can Improve the performance
We collect random learning bucket data (Section 3.2) fro content o!ot|m|zat|on. We _f|rst describe th? dataset_s fro_m
the Yahoo! Trending Now module during a period of oné cqmmermal portal website and gvaluatlon metrics in
month, and compute average CTR values at different pg_ectlon 5.1 Then, we report the offline result_s of a_Iarge—
sitions. For the purpose of confidential information protecs-calg evaluatlor(;for our proposed appfoaches n S?CUOS 52,
tion, we only show relative CTR values, which are obtaineﬁecnon 2.4 and Section 5.3. In Secthn 55 we Introduce
by dividing CTR values with the CTR value at Position qour online t_est re_sults_on real user traffic. Thls_ls als_o called
We observe that moving from top to bottom (Position 1bucket testin which different models are applied simulta-
2 3 10), the CTR values drops monotonically Noté’]eously to real user visit traffic, but they are all limited in
that the candidate queries in the random learning buckdpall prg:ts of the whole trafﬂ;:, respectn/fe:jyﬁsumhcketd |
are randomly displayed at any position. Therefore, the CfﬁSteSa eus tﬁ compare performance o q ! .erent m? els
variation at different positions reflects the fact that an itemgy observing their respectwe_r_ecomr_nen _atlon results in
click probabilities is affected by position. ifferent _small _par';s of user visit traffic. Finally, we take
There are at least two factors that may lead to suffther discussion in Section 5.6.
position bias: 1) an item displayed at different positions
may have different probabilities of being examined b$.1 Setup
users; 2) if a user examines an item at bottom positions, t86 1 pata Set

probability that she clicks this item is lower than the cas;e validate our proposed approaches. we conduct experi-
that this item is displayed at top positions. This is becau 8 prop PP ' P
nts on the data from a real-world content recommenda-

when the item is displayed at bottom positions, users m ibn module, i.e. the Trending Now module on the Yahoo!

hqve less confidencglthat this item is high qualit.y.. we Ca}rontpage (as shown in Figure 1). We collected events in
this phenomenomosition decay factorMore specifically, terms ofviewsandclicks from arandom learning buckeaf

];)Orgs leitlﬁy t;g?ttése ?nglram? ctl(i)clihtiigsi(teer rr? ti SPOSIUO fthe the Trending Now module during ten days from November
30th, 2010 to December 9th, 2010. The pool of candidate

P(click | pos= j) = a; P(exam| pos= j)P(click | exam) items may change multiple times during each day. To

(3) protect privacy, all the users are anonymized in this dataset.
where P(click | exan) is the probability that the item is As introduced in Section 3.2, in theandom learning
clicked if it is examined by the user and it is positiorbucket candidate queries are randomly selected and dis-
independentP(exam| pos= j) is the probability that the played to users at all of positions with equal chances. An
item is examined by the user if it is displayed at Positioavent records a user’s action on the served content items
j and «; is the position decay factor. As it is difficult to (i.e. trending queries) on the Trending Now module, which
decouple the two factore; and P(exam| pos= j), we is either ‘view or “click’. More specifically, we represent
re-write as each event as a set of tuples:

P(click | pos= j) = g;P(click | exam), 4) e=(u,t,q,p(q),a), p=1,2,...,10

so that only3; is position dependent, which we call thewherew denotes the uset, represents the time stamp for
position prior factor Usually the closer the position tothis event,q is the served query)(q) denotes the position
bottom, the lower the value g%, as shown in Figure 3. at which the trending query; is displayed (there are
It is obvious that the CTR estimation in Equation 1 is foten positions on the Trending Now module)represents
the position-independent CTR(click | exam. Therefore, the action which is eitheview or click. As discussed in
in Equation (1), when a click at Positio is to be Section 4.2, one loggediew event e only means that
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TABLE 2
An illustrative example for evaluation metric
(precision) computation. For an actual event in the
random learning bucket, Iltem 1 was ranked at Position
1 and clicked by the user. For Model;: precision, =1,
precisions = 1, precisions = 1, precisions = 1, and
precisions = 1; while for Models: precision; = 0,
precisions = 0, precisions = 1, precisions = 1, and
precisions = 1. Model, is regarded as a better model
as the clicked item is ranked higher by Model, .

I EMP-agegender
[ ] EMP-keams (k=10)

[ EMP-tensor B
I EVP-kmeans (k=20)

o
w
&

o o
= o o o
5 S ] o

relative CTR gain over the baseline EMP
o
=

actual ranking|| predicted ranking| predicted ranking

by Model 1 by Model 2 0.05
1 (clicked) 1 2 ! 2 * sosition £
g 2 i’ Fig. 4. Relative precision gain by various user seg-
4 3 5 mentation methods over the baseline, conducted on
5 2 4

the original dataset.

the queryq was displayed to the user, who did not 1.3 Methods Compared _
necessarily examine the query. In the whole dataset, thdieevaluate the effectiveness of user segmentation boosted
are totally several hundreds of millions of events witlgontent optimization, we compare the following methods:

multiple millions of unique users. o« EMP (baseline, Section 3.2): In this method, we
adopt estimated most-popular model without any user
segmentation.

512 Evaluation Metrics « EMP-agegender(Section 4.1.1): In this method, we

generate a user-segmentation-based on age-gender fea-
Before we apply a new model to the production system Fures. We group users into 7 segmel_ﬂts, as illustrated
with real user traffic, we need to evaluate different can- N Table 1. For each segment, we train separate EMP
didate models by some offline experiments. In our offine Models. _ .
experiments, we simulate the online learning procedure as® EMP-kmeans (Section 4.1.2): In this method, we

illustrated in Figure 2: all per-item models at tineare apply unsupervised clustering, i.e., k-means, to group
updated based on the click/view samples during the latest USers based on their behavior features, and the feature
5-minute interval[t — 1,¢] in the random learning bucket set is selected based on feature values normalized

the updated models are then applied to the candidate items @cross all candidate trending queries. For each user
during the next time intervat, ¢+1] so that we use the item ~ Se€gment, we adopt separate EMP models. In the fol-
ranking predicted by the updated models. For the clicks that 0Wing experiments, we test results by settings 10
actually happened during, ¢ + 1] in the random learning and 20, respectively. _

bucket the evaluation metric is computed by comparing * EMP-tensor (Section 4.1.3): In this method, we em-
these actual clicks with the predicted ranking. Intuitively, ~ PIOY the tensor segmentation technique to group users
a good modeling approach should lead to high correlation into different segments. Then, we train separate EMP
between the actual clicks and the predicted ranking. models for each user segment. In our experiment, the

More specifically, for those clicks that actually happened number of segments is set to 10 for this method.

" ) . ; In the following of this section, we conduct the experi-
at Position 1 in therandom learning bucketwe define . . X
. g . ments on the dataset described in Section 5.1.1. The model
precision; as the number of the clicked items that ar

ranked at Position from 1 té by the model prediction. ?e_arnmg will be base_d on e!ther all the events, or only on
S click events. Recall in Section 4.2.1, a click event means

. . tﬁe user clicked one or more items in the module in this
putation. Note that the reason we only use the clicks & ST o
event, which implies user’s high engagement.

Position 1 for evaluation is that the clicks on other positions
should be counted with more weight due to position bias,
so it is more straightforward to use clicks at Position $.2 Effects of user segmentation

for evaluation. To protect business-sensitive informatiofrg |earn user segmentation (Section 4.1) for EMP-kmeans
we report only relative precision, instead of precision itselfind EMP-tensor, we use another older dataset with four-
In the following experiments, we evaluate different methteen days (from November 1st, 2010 to November 14th,

ods for obtaining the per-item models on the Trend No®010) to select user features as described the beginning of
dataset described in Section 5.1.1. By following the onlingection 4.1.2.

learning simulation procedure during the 10-day period, the Figures 4 and 5 demonstrate the relative precision gain
overall precision values are computed by aggregating tbé various user segmentation methods over the baseline
precision of recommendation in each of the 5-minute timEeMP model, conducted on the original dataset and on the
intervals. dataset with onlyclick events respectively. From these
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Fig. 5. Relative precision gain by various user seg-

mentation methods over the baseline, conducted on

the dataset with only click events.

Fig. 7. Relative precision gain of EMP-kmeans over
the baseline against varying number of user segments.

which is conducted on the original dataset. From this figure,
we can see that the performanceEdfiIP-kmeansincreases
when the number of user segment raises from 5 to 30;

. . high - however, if the number of user segment keeps increasing,
the performance cEMP-kmeanswill decline. Such result
indicates that higher level of personalization can give rise to
increasing performance for online recommendation; never-
theless, when the number of user segment keeps increasing,
the amount of learning samples for each user segment
becomes sparse, which will hurt the performance of the
H N

learned recommendation model conversely.

To visualize the characteristics of different user segments
sports finance health movies politics tech music travel generated bﬁMP_kmeanswhenk is set as 20, we utilize
the centroid of each user segment in the feature space
as a representative to illustrate each segment’s preference
on item topics. The centroids in the space of item topics
are presented in Figure 6 as a heat-map. The gray level
indicates users’ preferences, frolike (white) to dislike
(black). We only show five example user segments and
their preferences on eight example item topics in this figure.
figures, we can find that all the user segmentation methdéiom this figure, we can find that different user segments
can outperform the baseline model on both datasets. Fgenerated byeMP-kmeans imply variant preferences.
thermore, the user behavior-driven segmentation methods,

EMP-kmeans and EMP-tensor, can reach much better . ~ TABLE3 .
performance thafEMP-agegenderwhere user segmenta- Relative precision gain Whe.n training only on click
tion is based on static demographic features. And, when €Vents over training on original whole dataset.
the number of segment is set to 2BMP-kmeans can Model oreq orec, orec, orec,  prec
increase the performance significantly owvIP-kmeans EMP T8I0 1599  156% — 3.65%  175%
and EMP-tensor with number of segments set to 10. We EMP-agegender  16.23%  16.07%  15.41%  13.65%  12.58%

. . EMP-kmeans 20.54% 22.05% 26.39% 26.50% 22.44%
expect thatEMP-tensor will perform much better if we EMP-tensor 22.86% 24.33% 21.02% 22.20%  19.79%
use 20 segments during training. However, due to the tight
dependency on human editorial data as well as high com-in this experiment, we also compare the CTR prediction
putational cost at the learning stage , we deterniMP-  performance between using the original dataset and using
kmeansis a practical method estimating CTR. Thus, in theéhe data with onlyclick eventsi.e. only the users’ clicks
following experiments, we will emplofEMP-kmeanswith  and their views along with one click. Table 3 presents the
20 segments as our user segmentation method by defaylilative precision gain of the model trained on dataset with

To further explore the effects of the level of personabnly click eventver that trained on original whole dataset.
ization, we perform a study on its influence on the perfoFrom this table, we can find that excluding thasm-click
mance gain by user segmentation methods. In particular, exentsand click-other eventfrom training set can boost
evaluate the performance of personalized recommendatibe performance of the CTR prediction especially when
against varying number of user segments. Figure 7 repoutsed together with segmentation methods. Interestingly,
the relative precision gains oEMP-kmeans over the however, there is very little difference for baseline EMP
baseline EMP model with varying number of user segmentsodel and it performs even a little worse if only using

Fig. 6. User segments’ preferences on selected
item topics in the five example user segments. Each
square’s gray level indicates the preference of a seg-
ment on the corresponding topic, from white (like) to
black (dislike).
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click eventfor training. We can also observe that excluding
non-click eventandclick-other eventgan improve perfor-
mance further if the user segmentation is more accurate for
personalized recommendation, which can further indicate
that users with higher engagement in the content module
are more essential for learning the recommendation model
with higher level of personalization. Since there is no
personalization for the baseline EMP, excluding those-
click eventsandclick-other eventfrom training set can give
extremely limited help to performance. In the following
experiments, we will conduct more experiments to further
demonstrate how user engagement is a critical factor for

o
o
N1

o
1=}
)

=4
o
a

o
o
£

o
1=}
@

o
o
o

—H&— Exclusion by users click number
—©O— Random exclusion

o
o
=4

relative CTR gain over only excluding click—other event

. N . C% 26 4‘0 (;0 8‘0 160

the effectiveness of personalized recommendation. x: excluding users who had less than x clicks in the history
Fig. 8. Relative precision gain when training with data
5.3 Effects of user engagement after excluding some non-click events over training
with data excluding only click-other events (using EMP-

We now explore effects of different types of user e

gagement (Section 4.2.1) on our online learning approarlw.1
As shown above, we have evaluated the recommendation . . . . ,
performance if using onlglick eventsfor model learning. previous engagement s a good signal to judge the users
In this section, we will first analyze the effects ofick- potentlﬁl engagement in futurehevent?. £ all th

other eventdy measuring the performance of the recon}- Furthermore, we compare the per ormance of a three
mendation model which excludes alick-other eventsor YPSS of user engagement. As shown in Figure 8 and

model learning. Table 4 demonstrates the relative precisigﬁble 4, exclusion on son_‘neon—chck eventcan benefit .
more to the recommendation performance than exclusion

TABLE 4 on only click-other eventsAfter comparing Table 4 with
Table 3, we can find thaEMP-kmeans perform better
when training only orclick eventgather than training with
excludingclick-other eventeand somenon-click eventsWe
hypothesize that, even after excludiatick-other events
Model preG  prec,  preg  preg  prec, and non-click eventsthere are still a lot of view samples
EMP-kmeans  11.11%  7.05% 8.22%  7.70% - 5.46% that do not contribute to the recommendation model; but,

_ . ) ) . EMP-kmeans trained only onclick eventscan remove all
gains when training withoutlick-other eventsver training ¢ thase non-useful view samples so as to improve the

on original whole dataset. This table clearly shows that.;mmendation model. However training only olick
excludingclick-other eventgan improve CTR estimation. eventsmay also remove some useful view samples at the

As discussed in Section 4.2.1, besidgisk eventsand same time. The experiments in the next subsection (e.g.
click-other eventsthere are alsmon-click eventsn which Figure 9) will verify our hypothesis.

users had no action after they opened the Yahoo! front-
page. Unlikeclick eventS(_)r click-other ev_ent,3|t is not 5.4 Effects of position bias
straightforward to determine whethaon-click eventsre ) )
useful for CTR estimating. We hypothesize that the utilitf\ccording to all the above experiments, we have proved
of such event highly depends on the corresponding usef&t using click event data is the most effective way for
previous engagement on the module. The intuition is that@fline learning based on user segmentation model. There-
a user previously had highelick engagement on a contentfore, we use c_hck event data_to valldat_e the position bias
module, it is more likely she will examine the module in approach in this section. As discussed in Section 4.2.2, we
future event. use relative average CTR values provided in Figure 3 to
To validate our hypothesis, we evaluate the performanggtimate position weights for learning samples.
of EMP-kmeans by gradually excluding thenon-click Table 5 shows the result_ by position-weighted a.pp.roach.
eventsbased on the number of clicks the correspondirfg®m the table, we can find that, although precigias
user generated during a specified length of time. Figure 8 TABLE 5
illustrates the precision values at Position 1, compared with Position-weighted result over equal sample result
anotherEMP-kmeans method which randomly excludes '
the same number of users. Note that, in this experimentModel preg  prec prec, prec, prec; g
we have pre-processed the training data by removing allPoston weihted  2.3% — =0.4% — —0.0%  —0.1%  —0.2%
click-other eventsand we will never exclude any user who
has ever engaged in dick events From this figure, we improved by2.3% over the baseline where all learning sam-
can find that gradually excludingon-click eventdased ples are equal weighted, the improvement is not significant
on users’ previous number of clicks performs better thaspecially because precision values at other positions are
random exclusion, which indicates that the history of userkurt.

eans).

Relative precision gain when training without
click-other event over training on the original whole
dataset.
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Relative precision gains by removing view Fig. 10. CTR comparison in bucket test at different
positions, where relative CTR is computed by scaling

the absolute CTR by a constant factor.

We consider that there are two reasons for this observa-
tion. First, since the average CTR value is estimated over
different queries and different time, as shown in Equation 5,
the CTR variations regarding different queries at different
times are quite large. Moreover, as we afiek eventdlata
for learning, it implies that the user must have examined
the clicked item in the event. Therefore, the probability that
an item located at Positiof has been examined by the
user (i.e.P(exam| pos= j) in Equation 3) does not only
depend on the prior position weight but also the context
of this item in the specific event, such as the items located
right at the previous or next position. Hence, the estimation
of P(exam| pos= j) should incorporate the click context

=
o
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time (6 hour)

in addition to the prior position weight.

We also try another empirical approach based on tig. 11. CTR comparison in bucket test at 8 consecu-
intuition that the closer an item is located to the bottonive 6-hour time slots during 2 days, where relative CTR
position, the more likely it is ignored by users. Thereforgs computed by scaling the absolute CTR by a constant
we remove view samples at a few positions that are cloggstor..
to bottom position. We try removing views at Position 10,

Position 9 and 10, Position 8, 9 and 10, and so on, untileir respective recommendation results in different small
we remove the view samples at all positions. Figure @arts of user visit traffic.

shows the precision results by these different view sampleln our experiments, we apply two models bucket
removal strategies. We observe that removing view samptest which are theEMP model (baseline, Section 3.2)
at Position 10, 9, 8, and 7 yields best precision at positi@md theEMP-agegendermodel (Section 4.1.1). Regarding
1. With more positions’ view samples removed, the resuktarning samples for model updat&MP model uses
becomes worse as the quality of view samples is too limitedl events whileEMP-agegender model uses only click
despite the higher quality of view samples. events. By offline results in Table 3, we have observed

Comparing the results using the position weighted afhat the EMP-agegendermodel is better than th&MP
proach with those using the view sample removing apaodel. Now we will compare them blgucket testMore
proach, the position weighted approach does not yield sigpncretely, we divide the whole user visit traffic into three
nificant advantage, which also implies that CTR variatiordifferent buckets. The first bucket is our random learning
regarding different queries at different times are large. bucket, which only occupies a small amount of user visit
traffic. The other two buckets are serving buckets, which
rank trending queries by thEMP model and theEMP-
agegendermodel respectively, and display the trending
Beyond the simulation results we previously presentedueries to the users within the corresponding buckets. These
we conduct online-test regarding the proposed models twmo serving buckets have similar amounts of user visit
real users. The online-test is callbédcket testin which traffic. We run the bucket test over two days, and we
different models are applied simultaneously to real useompare the CTRs of the two buckets. Overall, the CTR in
visit traffic, but they are all limited in small parts of thethe EMP-agegendermodel bucket is about.01% higher
whole traffic, respectively. Suchucket testenable us to than theEMP model bucket.
compare performance of different models by observing We also compare CTRs at different positions and dif-

5.5 Bucket test results
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ferent times, as shown in Figure 10 and Figure 11 respec-Position bias is a sophisticated factor. Using fixed posi-
tively. To protect confidential information, we do not showion weights is not very effective to further improve CTR
absolute CTRs; instead, we do scaling on all CTRs ksstimation. For a click event, a strong signal is that the
a constant scaling factor. Therefore, we can observe sutitked item should be more attractive to the user than the
relative CTRs in different buckets. In Figure 10 and Figureest of non-clicked items. However, for our per-item model
11, we first observe that the random learning bucket alwagpproach, the CTR of each item is estimated independently
has lowest CTRs. This is not surprising since the purpobg a Poisson process assumption so that such comparison
of this bucket is only for exploration as we discussed imformation in click events are lost. While per-item model is
Section 3.2. easy for product implementation, we need to further study
In terms of the CTR improvement of th&MP- new models which can utilize such competing preference
agegendermodel over theEMP model, Figure 10 shows information.
that the most significant improvement comes from the top
positions while the improvement is less at lower position® CONCLUSION
This trend verifies that compared with tB1P model, the | this paper, we have studied a few important topics

EMP-agegendermodel presents queries at top positiong,yards exploring user action interpretation for online per-

which are more relevant to the users. sonalized content optimization. We build a online personal-
~ For the two days’ test period, we divide the 48 hourgeq content optimization system using therallel-serving-
into 8 consecutive 6-hour time slots. In Figure 11, Wgycketsframework. In this framework, we introduce action
compare the CTRs of different buckets within each Qhterpretation for both more effective user segmentation
these time slots. We observe that at different time slots, thg petter understanding on the informativeness of different
improvements by th&MP-agegendermodel are different. ,ser actions. In particular, we leverage users’ click actions
The_ reason is _that the content pool is changing over timg, group homogeneous users into the same segment; then,
During some time slots, there are very popular items th@l explore the effects of a couple types of user engagement
are attractive to all users. In this case, the personalizatig:tors as well as the position bias on the online learning
model theEMP-agegenderis not so effective. During Othertprocedure. Large-scale evaluations on both offline dataset
time slots, the candidate items are more appropriate f9hq online traffic of a commercial portal website demon-
personalization so that tfeMP-agegendermodel is more girate that we can significantly improve the performance
effective. _ of content optimization by integrating all of these user
In future, we will also bucket-test other good modelgction interpretation factors into the learning process. In
including theEMP-kmeans and theEMP-tensor model.  the future, we are interested in exploring more information
about personalization, such as users’ geographic location
and click behaviors from Web search, and studying how to

. o ) taking advantage of them to benefit content optimization.
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proaches including user segmentation, user engagement f¥FERENCES

position bias. The success of user segmentation for perso?- D A | B.C. Ch 4P El Spatiot | model
e . . Agarwal, B.-C. Chen, and P. Elango. Spatio-temporal models

a_llzatlon is due to the fact that t_he proposed CIUSte”ng alg%- for estimating click-through rate. IRroc. of the 18th International

rithms actually group users by interests and preferences that world Wide Web Conference (WWVEPO9.

are implicitly demonstrated by their behaviors. Once tHel DmAgaFV_Valyl_B--C- then; and P. Elango. Fast Onlidne_learning thrfouszh
interest patterns are determined by clustering algorithms, a ED'SeZ'g'fg_'zat'on or time-sensitive recommendation. fnoc. o

user will be assigned to a segment by her profile featurgs. D. Agarwal, B.-C. Chen, P. Elango, N. Motgi, S.-T. Park, R. Ra-
Fortunately, user profile features also highly correlate with ~makrishnan, S. Roy, and J. Zachariah. Online models for content

. . . optimization. InNIPS 2008.
behaviors and interests. Thus, the user segment asmgnnmntE Agichtein, E. Brill, and S. Dumais. Improving web search ranking

is usually reliable except when the user is new to the site by incorporating user behavior information. Proc. of SIGIR 2006.
so that her profile features are poor. Although K-mear@ J- Ahn, P. Brusilovsky, J. Grady, D. He, and S. Y. Syn. Open user

. . . . P profiles for adaptive news systems: help or harm?Ptac. of the
algorithm and tensor segmentation algorithm yield similar g\ temational World Wide Web Conference (W\W2007.

precision performances, the K-means algorithm is mug D. Billsus and M. Pazzani. Adaptive news accessThe Adaptive

more preferred due to its efficiency. First, it saves huma7n] X’eg '(;V'e“g’ds a”tdt_Stfa}eg(;eS ?,f Web ZerSO”a”Zaﬁ%W- oms. |
. A . . . Broder. Computational advertising and recommender systems. In

labeling efforts which ar? exF)enS'_Ve and u_me“able' Moré' Proc. of the 2nd ACM International Conference on Recommender

over, tensor segmentation learning requires much more Systems (RecSy008.

computation. [8] G. Buscher, L. van Elst, and A. Dengel. Segmentation-level display

. . time as implicit feedback: a comparison to eye trackingPtac. of
User engagement is another important factor. In our user gg|r 2000.
segmentation model, precise action interpretation is critida] W. Chu and Z. Ghahramani. Probabilistic models for incomplete
for online |eaming as the samples in each segment are multi-dimensional arrays. Iroc. of the 12th International Confer-

lativel In th | duct h tested t ence on Atrtificial Intelligence and Statistjcg009.
relatively sparse. In the real proauct, we have leste h@] W. Chu and S. T. Park. Personalized recommendation on dynamic

user segmentation model using just click events. Similar content using predictive bilinear models. Proc. of the 18th
to the offline results presented in previous sections, the International World Wide Web Conference (WW2Q09.

l CTR It i | iqnifi Vi d héll] W. Chu, S. T. Park, T. Beaupre, N. Motgi, and A. Phadke. A case
oniine result 1s also significantly improved over t study of behavior-driven conjoint analysis on yahoo! front page today

non-segmentation model using all events. module. InProc. of KDD, 2009.

5.6 Discussions



IEEE TRANSACTIONS ON KNOWLEDGE AND DATA ENGINEERING, VOL. , NO., DEC 2011 14

[12] A. Das, M. Datar, A. Garg, and S. Rajaram. Google news person@l] Y. Zhang and J. Koren. Efficient bayesian and hierarchical user
ization: scalable online collaborative filtering. Rroc. of the 16th modeling for recommendation systems.Rroc. of SIGIR 2007.
International World Wide Web Conference (WW\QO07. [42] P. Zigoris and Y. Zhang. Bayesian adaptive user profiling with

[13] A. Das, M. Datar, A. Garg, and S. Rajaram. Google news person-  explicit and implicit feedback. IfProc. of CIKM 2006.
alization: scalable online collaborative filtering. Rroc. of WWW
2007.

[14] L. M. de Campos, J. M. Ferndez-Luna, J. F. Huete, and M. A. Rueda-

Morales. Combining content-based and collaborative recommenda-
tions: A hybrid approach based on bayesian netwdrd®rnational
Journal of Approximate Reasoning1(7):785 — 799, 2010.

[15] D. Downey, S. Dumais, D. Liebling, and E. Horvitz. Understanding
the relationship between searchers’ queries and information goalfang Bian is a Scientist at Yahoo! Labs. He obtained his
In Proc. of CIKM 2008. PhD degree in Computer Science from Georgia Institute of

[16] E. Gabrilovich, S. Dumais, and E. Horvitz. Newsjunkie: providingTechnology, Atlanta GA, in 2010. Prior to that, he received
personalized newsfeeds via analysis of information noveltrot. the BS degree in Computer Science from Peking University,
of the 13th International World Wide Web Conference (WWABQ4. China, in 2006. His research interests include information re-

[17] L. A. Granka, T. Joachims, and G. Gay. Eye-tracking analysis dfieval, Web mining, social network analysis, and machine learning.
user behavior in www search. Broc. of SIGIR 2004. More details of his research and background can be found at

[18] Z. Guan and E. Cutrell. An eye tracking study of the effect of targdittps:/sites.google.com/site/jiangbianhome/.
rank on web search. IRroc. of CHI 2007.

[19] J. L. Herlocker, J. A. Konstan, A. Borchers, and J. Riedl. An
algorithmic framework for performing collaborative filtering. In
Proc. of SIGIR 1999.

[20] T. Hofmann and J. Puzicha. Latent class models for collaborative
filtering. In Proc. of IJCA| 1999.

[21] R. Jin, J. Y. Chai, and L. Si. An automatic weighting scheme for ) o ) )
collaborative filtering. InProc. of SIGIR 2004. Anlei Dong is a Scientist at Yahoo! Labs. He obtained his PhD

[22] T. Joachims, L. Granka, B. Pan, H. Hembrooke, and G. Galn elgctrical engineering from the University of_CaIifornia, Riverside
Accurately interpreting clickthrough data as implicit feedback. 1f0F his work on Perceptual Concept Learning in Image Databases.
Proc. of SIGIR 2005. Pre_wou_sly, he rgcelved BS and MS degrees in automation from the

[23] D. Kelly and N. J. Belkin. Reading time, scrolling and interaction'Jniversity of Science and Technology of China. Anleis current re-

exploring implicit sources of user preferences for relevance feedbaggarch interests are information retrieval, machine learning and data
In Proc. of SIGIR 2001. mining, especially deep dive into the modeling approaches to provide

[24] D. Kelly and N. J. Belkin. Display time as implicit feedback: the most relevant contents to Internet users in the applications of

understanding task effects. Rroc. of SIGIR 2004. both search and recommendation.

[25] H.-N. Kim, I. Ha, K.-S. Lee, G.-S. Jo, and A. El-Saddik. Collabo-
rative user modeling for enhanced content filtering in recommender
systems.Decision Support Systens1(4):772 — 781, 2011.

[26] J. A. Konstan, B. N. Miller, D. Maltz, J. L. Herlocker, L. R. Gordon,
and J. Riedl. Grouplens: applying collaborative filtering to usenet
news. InCommunications of the ACM.997.

[27] D. Lewis. Applying support vector machines to the trec-2001 bat:
filtering and routing tasks. IfProc. of TREC 2002.

[28] L. Li, W. Chu, J. Langford, and R. E. Schapire. A contextual-band
approach to personalized news article recommendatiofrdn. of
the 19th International World Wide Web Conference (WW2U10.

[29] C. Liu, R. W. White, and S. Dumais. Understanding web browsin
behaviors through weibull analysis of dwell time. Pnoc. of SIGIR
2010.

[30] J. Liu, P. Dolan, and E. R. Pedersen. Personalized news recommen-
dation based on click behavior. Froc. of 1Ul, 2010.

[31] P. Melville, R. J. Mooney, and R. Nagarajan. Content-boosted
collaborative filtering for improved recommendations. Rroc. of
AAAI, 2002.

[32] M. Richardson, E. Dominowska, and R. Ragno. Predicting clicksrihari Reddy is a Software Engineer at Google. He have worked
estimating the click-through rate for new ads. Rroc. of the 16th  proadly in the area of NLP, IR and machine learning. He obtained his
International World Wide Web Conference (WW\007. MS from Johns Hopkins University where his focus was language

[33] J. Teevan, C. Alvarado, M. S. Ackerman, and D. R. Karger. Thgodeling for automatic speech recognition. Prior to that, he was a
perfect search engine is not enough: a study of orienteering behavikéésearch Engineer at Yahoo! Labs, where his focus is improving
in directed search. IProc. of CH| 2004. Web search relevance by developing better algorithms, features and

[34] J. B. Tenenbaum and W. T. Freeman. Separating style and contdata research.
with bilinear models.Neural Computation12:1247-1283, 2000.

[35] J. Wang, A. P. de Vries, and M. J. T. Reinders. Unifying user-
based and item-based collaborative filtering approaches by similarity
fusion. InProc. of SIGIR 2006.

[36] R. W. White and S. M. Drucker. Investigating behavioral variability
in web search. IProc. of WWW2007.

[37] Y. Wind. Issue and advances in segmentation researcoumal
of Marketing ResearghL978. Yi Chang joins Yahoo! in 2006, and he is managing ranking science

[38] B. Xu, J. Bu, C. Chen, and D. Cai. An exploration of improvingteam in Yahoo! Labs to work on multiple relevance ranking or recom-
collaborative recommender systems via user-item subgroups. Mmendation projects. His research interests include applied machine
Proc. of WWW2012. learning, information retrieval, natural language processing and text

[39] V. Yang, S. Yoo, J. Zhang, and B. Kisiel. Robustness of adaptiv@ining. Yi Chang is the author or coauthor of more than 40 referred
filtering methods in a cross-benchmark evaluatiorPiac. of SIGIR ~ journal and conference publications.

2005.

[40] K. Yu, V. Tresp, and S. Yu. A nonparametric hierarchical bayesian

framework for information filter. IrProc. of SIGIR 2004.

CJeiaofeng He is a Senior Dev at Microsoft. He obtained his PhD from
Pennsylvania State University. Xiaofengs current interests include
(veb search, query rewriting, learning to rank, and Chinese rele-
vance. Prior to joining Microsoft, Xiaofeng was a Research Scientist
at Yahoo! Labs, where his research consisted of keyword suggestion,
@Ads quality index, vertical search, and content optimization.



