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Abstract—Offline reinforcement learning (RL) makes it possible to train the agents entirely from a previously collected dataset.
However, constrained by the quality of the offline dataset, offline RL agents typically have limited performance and cannot be directly
deployed. Thus, it is desirable to further finetune the pretrained offline RL agents via online interactions with the environment. Existing
offline-to-online RL algorithms suffer from the low sample efficiency issue, due to two inherent challenges, i.e., exploration limitation
and distribution shift. To this end, we propose a sample-efficient offline-to-online RL algorithm via Optimistic Exploration and Meta
Adaptation (OEMA). Specifically, we first propose an optimistic exploration strategy according to the principle of optimism in the face of
uncertainty. This allows agents to sufficiently explore the environment in a stable manner. Moreover, we propose a meta learning based
adaptation method, which can reduce the distribution shift and accelerate the offline-to-online adaptation process. We empirically
demonstrate that OEMA improves the sample efficiency on D4RL benchmark. Besides, we provide in-depth analyses to verify the
effectiveness of both optimistic exploration and meta adaptation. Our codes are available at https://github.com/guosyjlu/OEMA.

Index Terms—Offline-to-online reinforcement learning, Sample efficiency, Optimistic exploration, Meta learning.
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1 INTRODUCTION

Offline reinforcement learning (RL), where agents learn
from a previously collected dataset, has been widely studied
due to its safety for online systems and achieved great
success in some domains, such as robotic manipulation
[1], recommender system [2], [3], and healthcare [4], [5].
However, constrained to the quality of offline dataset, the
performance of offline RL agents is typically sub-optimal.
Hence, it is generally beneficial and necessary to further
finetune the offline pretrained RL agents via online inter-
actions before the deployment. We refer such a process to
offline-to-online RL, which is depicted in Fig. 1.

The pretraining-finetuning paradigm has become a stan-
dard pipeline in modern computer vision [6], [7] and natural
language processing [8], [9]. However, directly borrowing
their successful experience is non-trivial for offline-to-online
RL since studies [10], [11] have shown that naive online
finetuning methods cannot quickly adapt to the online RL
settings, and may even result in performance degradation.
Such failure can be attributed to the distribution shift, i.e.,
the discrepancy between the offline dataset and the online
replay buffer. Particularly, the poor value estimates for the
out-of-distribution (OOD) online samples will be further
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Fig. 1. Pictorial illustration of offline-to-online RL. We first pretrain agents
via the offline RL algorithm and then finetune them via the online RL
algorithm. Both algorithms are typically built on off-policy RL algorithms.

amplified when performing policy evaluation with boot-
strapping, leading to severe extrapolation error. As a result,
the policy improvement process fails to benefit from the
online interactions. To address the distribution shift issue,
existing offline-to-online RL methods can be divided into
two branches. The first branch is to design a unified offline
pretraining and online finetuning method. For example, ad-
vantage weighted actor critic (AWAC) [12] performs implic-
itly constrained policy updates to avoid OOD state-action
pairs during both offline pretraining and online finetuning
stages. However, this branch of work has limited appli-
cable scenarios as it cannot be directly applied to agents
pretrained with other offline RL methods. In contrast, the
other branch is to design general online finetuning methods
for arbitrarily given pretrained RL agents. For example,

https://github.com/guosyjlu/OEMA
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Zhao et al. [13] propose to apply adaptive behavior cloning
regularization (ABCR) loss term during online finetuning,
which explicitly constrains the policy to avoid performing
OOD actions.

Despite their success in offline-to-online RL, both con-
straints on policy prevent agents from fully utilizing the
online interactions, resulting in low sample efficiency and
limited performance. To derive a sample-efficient offline-to-
online RL method, there are two main challenges remaining
unsolved: (1) Exploration limitation: Offline RL typically ap-
plies heavy constraints to off-policy RL algorithms to avoid
OOD state-action pairs, such as the conservatism mech-
anism in CQL [14] and policy regularization in TD3+BC
[15]. As the behavior policy for exploration is typically
derived by the target policy, such constrained pretrained
policies tend to perform conservative actions, which makes
the behavior policy unable to seek novel state and actions
that might yield high rewards and lead to long-term gains
[16]. Hence, it calls for a better solution on how to derive
a behavior policy that can sufficiently explore the envi-
ronment to accelerate the finetuning process. (2) Distribu-
tion shift: Furthermore, the distribution shift issue makes
it difficult for offline pretrained agents to quickly adapt
to the online finetuning setting, which causes low sample
efficiency. Worse still, when we employ more exploratory
behavior policy to interact with the environment, this issue
may be further amplified. Thus, sample efficient offline-to-
online adaptation deserves to investigate.

To address the aforementioned challenges, we pro-
pose a sample-efficient offline-to-online RL algorithm via
Optimistic Exploration and Meta Adaptation (OEMA). Our
contributions are summarized as follows:

1) We propose an optimistic exploration strategy according to
the principle of optimism in the face of uncertainty to resolve the
exploration limitation.

Specifically, we propose to solve the optimization prob-
lem derived by the principle of optimism in the face of
uncertainty [17], [18], [19] in an iterative manner. To keep
the on-policyness of the behavior policy, we compose the be-
havior policy by the target policy, and a perturbation model
to decide the exploration direction. The perturbation model
is trained to maximize an approximate upper bound of the
value function, which models the epistemic uncertainty [20].
In this way, we can derive a more exploratory behavior pol-
icy in a stable manner and achieve better sample efficiency.

2) A meta learning based adaptation method is proposed to
accelerate the reduction of the distribution shift between offline
and online data.

In particular, we keep two replay buffers, an overall
replay buffer to save both offline and online transitions,
and a recent replay buffer to save recent online transitions.
We employ the policy improvement based on the overall
replay buffer. Meanwhile, we introduce an auxiliary meta
objective [21], [22] to ensure that the direction taken to
achieve this also leads to policy improvement in the recent
replay buffer. As such, correction in the value estimate of
recent states can be timely delivered in the policy, which
reduces the distribution shift and accelerates the offline-to-
online adaptation process.

3) Experimental results on D4RL benchmark demonstrate the
superiority of OEMA.

We conduct extensive experiments on D4RL [23] bench-
mark. Experimental results demonstrate that OEMA out-
performs state-of-the-art offline-to-online RL algorithms in
terms of sample efficiency. Besides, we provide a series of in-
depth analyses, including ablation study, hyper-parameter
analysis and controlled experiments, to verify the effective-
ness of both components in OEMA.

The remainder of this paper is organized as follows. Sec-
tion 2 elaborates the preliminaries including RL, Actor-critic,
offline RL and offline-to-online RL. Section 3 details the
proposed method OEMA. Section 4 presents the experiment
results to demonstrate the superiority of OEMA. In Section
5, we introduce the related works about offline-to-online
RL, optimistic exploration in RL, and meta learning for RL.
Section 6 draws conclusions and suggests future work.

2 PRELIMINARIES

In this section, we elaborate the preliminaries, including RL,
Actor-Critic, offline RL, and offline-to-online RL.

2.1 RL
We consider the standard RL setup, where an agent interacts
with the environment to maximize the cumulative rewards.
Formally, the RL problem is formulated as a Markov deci-
sion process (MDP), defined by a tuple (S,A,R, p, γ) [24].
At each timestep t, the agent observes a state st ∈ S , and
performs an action at ∈ A based on the policy π. Then,
the environment rewards the agent with rt = R(st, at) and
transitions to the next state st+1 according to the transition
probability p(st+1|st, at). As such, we can obtain the tran-
sition (st, at, rt, st+1) at timestep t. The agent’s objective is
to maximize the expected discounted return Eπ[

∑∞
t=0 γ

trt],
where γ ∈ [0, 1) is the discounted factor to balance the
importance of the current rewards and the future rewards.
We measure this objective by a value function

Qπ(s, a) = Eπ

[ ∞∑
t=0

γtrt|s0 = s, a0 = a

]
, (1)

which measures the expected discounted return after taking
the action a in state s. The classic online RL can be divided
into two categories, namely, on-policy RL and off-policy RL.
On-policy RL algorithms update the agent with experience
from its current rollouts, while off-policy RL algorithms can
update the agent according to the replay buffer that stores
the experience collected at any point during training.

2.2 Actor-Critic
We mainly consider Actor-Critic based off-policy RL algo-
rithms. Among them, TD3 [25] is a representative algorithm
that learns a deterministic policy πϕ(s) parameterized by ϕ,
and two Q-functions Qθ1(s, a), Qθ2(s, a) parameterized by
θ1 and θ2. Specifically, given the replay buffer B, the critic is
updated based on the clipped double Q-learning algorithm

L(θi) = E(s,a,r,s′)∼B

[
1

2
(Qθi (s, a)− y)

2
]
, (2)

where the temporal difference (TD) target y is defined as

y = r + γ min
i=1,2

Qθi(s
′, πϕ(s

′)), (3)
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Fig. 2. The overall framework of OEMA, which contains (a) Optimistic Exploration Strategy, (b) Replay Buffer, (c) Policy Evaluation, and (d) Meta
Adaptation based Policy Improvement. As shown in (a), we compose the behavior policy by target policy, perturbation model and Gaussian noise
to interact with the environment. After that, we store the transitions in the replay buffer (b). Then in (c), we perform clipped double Q-learning based
policy evaluation and optimization of the perturbation model. Finally, we perform the meta adaptation based policy improvement as shown in (d).

and the actor is learned to maximize the current Q-function,

L(ϕ) = −Es∼B [Qθ1 (s, πϕ (s))] . (4)

As such, TD3 performs constant policy iterations that alter-
nate between policy evaluation and policy improvement.

2.3 Offline RL

Modern offline RL algorithms are typically built on the off-
policy RL algorithm [14], [15], [26], [27]. Offline RL refers to
the scenario where the agent cannot interact with the envi-
ronment but is given a fixed-size dataset D = {(s, a, r, s′)},
which is beneficial for many cost-sensitive tasks, such as
robotic manipulation [23], recommender system [2], [3] and
healthcare [4], [5]. However, it is problematic to directly
utilize off-policy RL algorithms for offline RL due to the
extrapolation error, which refers to the error in the estimated
values for OOD state-action pairs. Worse still, since the
TD learning for policy evaluation involves a bootstrap-
ping term Qθ(s

′, πϕ(s
′)), such extrapolation errors will be

further amplified via bootstrapping, resulting in extremely
unrealistic policy evaluation, and in turn, unreliable policy
improvement.

Existing offline RL algorithms solve this problem by
applying various constraints or regularization to avoid per-
forming OOD actions. For example, TD3+BC [15] constrains
the policy improvement of TD3 with a behavior cloning
term that forces the policy to choose actions close to the of-
fline datasetD. The policy improvement process of TD3+BC
can be formulated by

L(ϕ) = −E(s,a)∈D

[
Qθ1 (s, πϕ (s))− αBC (πϕ (s)− a)

2
]
,

(5)
where αBC is a hyper-parameter for balancing both losses.

2.4 Offline-to-Online RL
The performance of offline pretrained RL agents is con-
strained to the quality of the offline dataset. Thus, it is
desirable to perform further online finetuning before de-
ployment. Formally, offline-to-online RL aims at studying
the setting where the agent πϕ, typically along with the
Q function Qθ , is first pretrained with the offline dataset
D via a given offline RL algorithm and then finetuned
via online interactions with the environment. The online
finetuning process is based on off-policy RL algorithms
to bring the training scheme in correspondence with that
during offline pretraining. In addition, the online replay
buffer B is typically initialized with the offline dataset D
to enable effective experience reusage.

3 METHODOLOGY

In this section, we first introduce the framework of OEMA.
Then, we elaborate the two parts of the proposed offline-to-
online RL algorithm OEMA, namely, optimistic exploration
and meta adaptation. We give a detailed algorithm descrip-
tion in the end.

3.1 The Framework of OEMA
Given agents pretrained by offline RL algorithms such as
TD3+BC [15], OEMA aims at further finetuning the policy
πϕ and Q function Qθ via online interactions with better
sample efficiency. With TD3 [25] as the backbone during
the online finetuning process, the overall framework of
OEMA is presented in Fig. 2. In each environment step, the
agent first interacts with the environment via the proposed
optimistic exploration strategy as shown in Fig. 2 (a). Then
in Fig. 2 (b), the transition is stored in the overall replay
buffer with the timestep order. Finally in Fig. 2 (c) and (d),
we perform one step of policy iteration, including clipped
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double Q-learning based policy evaluation, optimization of
the perturbation model based on the principle of optimism
in the face of uncertainty, and meta adaptation based policy
improvement.

In the following subsections, we introduce the two essen-
tial components in detail, i.e., optimistic exploration strategy
and meta adaptation method, which tackle the two inherent
challenges for sample efficiency, i.e., exploration limitation
and distribution shift, respectively.

3.2 Optimistic Exploration with Limited Budget

As mentioned in Section 2.3, offline RL algorithms typi-
cally apply various constraints or regularization terms to
advanced off-policy RL algorithms to eliminate effects of
the extrapolation error [28]. Given the target policy πϕ(s),
TD3 takes πe(s) = πϕ(s) + ϵ as the behavior policy, where
ϵ ∼ N (0, σ) is the Gaussian policy noise and σ is a small
value for controlling the exploration noise. Since πϕ is
trained to perform conservative actions close to the offline
dataset during offline pretraining, the behavior policy πe

fails to seek novel states and actions that might yield high
rewards and lead to long-term gains.

To solve this problem, we propose to design an ex-
ploratory behavior policy based on the principle of opti-
mism in the face of uncertainty [17], [18], [19]. Formally, the
derivation of the behavior policy can be defined as

πe = argmax
π

Q̂UB(s, π(s)),

s.t.
1

2
∥πϕ(s)− π(s)∥ ≤ δ,

(6)

where Q̂UB is an approximate upper confidence bound of
Qθ1 and Qθ2 to model the epistemic uncertainty, and δ
controls the deviation between the behavior policy and the
target policy. As such, the overall objective of the behavior
policy is to increase the chance of choosing informative
actions with high epistemic uncertainty, while constraining
the deviation between behavior policy and target policy.

To begin with, we focus on obtaining the approximate
upper confidence bound Q̂UB. Following previous works
[20], [29], we utilize a Gaussian distribution to model
the epistemic uncertainty. The mean belief is defined by
µQ(s, a) = 1

2 (Qθ1(s, a) + Qθ2(s, a)), while the standard
deviation is derived by

σQ(s, a) =

√√√√ ∑
i=1,2

1

2
(Qθi(s, a)− µQ(s, a))2

=
1

2

∣∣∣Qθ1(s, a)−Qθ2(s, a)
∣∣∣.

(7)

As such, we can define the approximate upper bound as

Q̂UB(s, a) = µQ(s, a) + βUBσQ(s, a), (8)

where βUB ∈ R+ controls the optimism level. Note that
when βUB = −1, we have

Q̂UB(s, a)
∣∣∣
βUB=−1

= µQ(s, a)− σQ(s, a)

=
1

2
(Qθ1(s, a) +Qθ2(s, a))−

1

2
|Qθ1(s, a)−Qθ2(s, a)|

= min(Qθ1(s, a), Qθ2(s, a)),

(9)

which is precisely part of the TD target used by TD3 [25] and
SAC [30] to utilize the approximate lower confidence bound
for avoiding overestimation bias. Similarly, when βUB = 1,
we can obtain

Q̂UB(s, a)
∣∣∣
βUB=1

= max(Qθ1(s, a), Qθ2(s, a)), (10)

which shows that the approximate upper confidence bound
with βUB = 1 is equivalent to the maximum of the two
values. As such, a higher value of βUB indicates more
optimism on the epistemic uncertainty.

Then, we focus on solving the optimization problem in
Eq. 6. Optimistic actor critic (OAC) [20] derives an approx-
imate closed form solution of the behavior policy πOAC

e ,
which is in the form of

πOAC
e (s) = πϕ(s) +

√
2δ

∇aQ̂UB(s, a)
∣∣∣
a=πϕ(s)∥∥∥∥∇aQ̂UB(s, a)
∣∣∣
a=πϕ(s)

∥∥∥∥ . (11)

However, a recent study [29] points out that OAC suffers
from the instability issue in practice since its derivation in-
volves approximation and has a gap with the exact solution,
which results in less efficient exploration. To eliminate this
issue, we propose to solve the optimization in an iterative
manner to derive an empirically feasible behavior policy.
A naive solution is to convert the constrained optimization
problem in Eq. 6 into an unconstrained one by adding a
behavior cloning penalty term, which can be formalized as

πnaive
e (s) = argmax

π
Q̂UB(s, π(s))− λ∥πϕ(s)− π(s)∥, (12)

where λ controls the penalty for the deviation between the
behavior policy and target policy. However, since the target
policy is constantly updated via policy improvement, such
a behavior cloning based penalty term fails to close the gap
between the behavior policy and target policy, which further
violates the on-policyness of the behavior policy defined
by the constraint in Eq. 6. As a result, the naive solution
performs poorly in practice.

In order to keep the on-policyness of the behavior pol-
icy while remaining optimistic in the face of uncertainty,
we propose a perturbation based optimistic exploration
strategy. As depicted in Fig. 2 (a), the behavior policy πe

is composed of three parts: target policy πϕ, perturbation
model ξω , and Gaussian policy noise ϵ ∼ N (0, σ). Based
on the state and the action taken by the target policy, the
perturbation model outputs a small adjustment to the target
policy as the exploration direction. Thus, the behavior policy
can be formulated as

πe(s) = πϕ(s) + ξω(s, πϕ(s)) + ϵ, (13)

where the perturbation model ξω is trained for maximiza-
tion of the approximate upper confidence bound in Eq. 8 to
be optimistic in the face of the epistemic uncertainty. The
loss function of the perturbation model is

L(ω) = −Es∼B

[
Q̂UB(s, πe(s))

]
. (14)

In summary, we solve the optimization problem in an
iterative manner to avoid unnecessary approximation in the
closed form solution of OAC. Since we utilize the perturba-
tion model ξω to decide the exploration direction beyond the
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target policy πϕ, our behavior policy πe is naturally close to
the target policy πϕ, which satisfies the constraints in Eq. 6.
Hence, we empirically achieve more stable exploration than
OAC. In this way, the proposed perturbation based opti-
mistic exploration strategy enables the agents to sufficiently
explore the environment while avoiding the instability issue
of OAC, which further improves the sample efficiency of
offline-to-online RL.

3.3 Meta Adaptation for Distribution Shift Reduction
Distribution shift, i.e., the discrepancy between the offline
dataset and the online replay buffer, is the most important
issue in offline-to-online RL that leads to low sample effi-
ciency [10], [11], [13]. Worse still, since we employ a more
exploratory behaviour policy based on the optimistic explo-
ration strategy, such distribution shift is further amplified.
To accelerate the reduction of distribution shift, we propose
a meta learning [21], [22] based adaptation method.

Specifically, during the online finetuning process, we
keep two replay buffers, an overall replay buffer B to save all
the offline and online transitions, and a recent replay buffer
Br to save recent online transitions. As such, there exists
obvious data distribution shift between B and Br due to
the constant policy improvement during online finetuning.
To improve the sample efficiency, we expect that offline
pretrained agents can quickly adapt to the online settings,
i.e., policy improvement based on the overall replay buffer
B can also bring policy improvement in terms of the recent
replay buffer Br. This can be achieved by introducing the
following meta learning based adaptation method.

3.3.1 Meta-train
We first employ policy improvement based on the overall
replay buffer B with

Ltrn(ϕ) = −Es∼B [Qθ1 (s, πϕ (s))] . (15)

Based on this, we can perform one gradient update step via
stochastic gradient descent (SGD) [31] as

ϕ′ = ϕ− α∇ϕLtrn(ϕ), (16)

where α is the learning rate of the policy parameters ϕ.

3.3.2 Meta-test
Then, we simulate the testing process in the online settings
via recent transitions in Br, which enables the policy to learn
to adapt to the online environment. The meta-test process
can be formulated by

Ltst(ϕ
′) = −Es∼Br

[Qθ1(s, πϕ′(s))], (17)

where the loss function is calculated using the updated
parameter ϕ′ from meta-train. Note that the optimization
process based on the meta-test loss function above involves
the second derivative with respect to ϕ.

3.3.3 Meta-optimization
The meta-train and meta-test loss functions above can
be simultaneously optimized by the following meta-
optimization objective

ϕ = argmin
ϕ
Ltrn(ϕ) + βLtst(ϕ− α∇ϕLtrn(ϕ)), (18)

Algorithm 1 Sample Efficient Offline-to-online RL via Opti-
mistic Exploration and Meta Adaptation
Require: Pretrained policy πϕ, Q function Qθ1 , Qθ2 , and

target network πϕ̂, Qθ̂1
, Qθ̂2

; offline dataset D
1: Initialize the overall replay buffer B with D.
2: Initialize the recent replay buffer Br .
3: Initialize the perturbation model ξω .
4: for each iteration do
5: Select action with perturbation and exploration noise

a = πϕ(s)+ ξω(s, πϕ(s))+ ϵ, ϵ ∼ N (0, σ) and observe
reward r and next state s′.

6: Store transition tuple (s, a, r, s′) in B and Br .
7: Update Qθi(i = 1, 2) with Eq. 2 based on B.
8: Update ξω with Eq. 14 based on B.
9: Meta-train:

10: Calculate meta-train loss with Eq. 15 based on B.
11: Update parameter ϕ′ = ϕ− α∇ϕLtrn(ϕ).
12: Meta-test:
13: Calculate meta-test loss with Eq. 17 based on Br.
14: Meta-optimization:
15: Update πϕ with Eq. 19.
16: Update the target networks

θ̂i = τθi + (1− τ)θ̂i, i = 1, 2,
ϕ̂ = τϕ+ (1− τ)ϕ̂.

17: end for

where β is the meta weight to balance the meta-train and
meta-test loss. Hence, the overall optimization process for
policy parameter ϕ can be formulated as

ϕ← ϕ− α
∂ (Ltrn (ϕ)) + βLtst (ϕ− α∇ϕLtrn (ϕ))

∂ϕ
. (19)

Here, we use the same learning rate α for both meta-train
and meta optimization to avoid extra hyperparameter.

In summary, as shown in Fig. 2 (d), we can divide
the meta learning process above into two tasks. Meta-train
learns to improve the policy via the overall replay buffer
B containing transitions from both offline dataset and the
online replay buffer. And the meta-test further updates the
policy such that after the policy improvement in meta-train,
the policy can also achieve better performance in the online
settings Br . In this way, correction in the value estimate of
recent states can be timely delivered in the policy, which
eliminates the distribution shift and accelerates the offline-
to-online adaptation, achieving better sample efficiency.

Since off-policy RL algorithms involve policy evaluation
and policy improvement, it is intuitive to expect that the
proposed meta adaptation method can be similarly applied
to the policy evaluation process for distribution shift reduc-
tion. However, the policy evaluation relies on bootstrapping
based TD learning. Hence, the meta adaptation method
for policy evaluation makes the estimation of the TD tar-
get biased, leading to poor performance and even non-
convergence in practice. In contrast, the meta adaptation for
policy improvement can automatically correct the potential
bias through feedbacks from online interactions. Thus, the
proposed meta adaptation method is built on the policy im-
provement process instead of the policy evaluation process.
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Fig. 3. D4RL tasks, halfcheetah, hopper, walker2d, and maze2d with u-
shape, medium, large maze.

3.4 The Overall Algorithm

We summarize the overall algorithm of OEMA in Algorithm
1. Note that there are two replay buffers in OEMA. The first
is the overall replay buffer B to save both offline and online
transitions. A naive solution is to use the vanilla replay
buffer that maintains all the transitions from the offline
dataset and constantly stores online transitions. However,
as the quality of the offline dataset is typically limited, such
a replay buffer may result in potential bias and low sample
efficiency. To solve this problem, we follow the previous
successful experience of balanced replay buffer [11] and
down-sampling based replay buffer [13]. We provide a
comprehensive comparison of these three replay buffers in
Section 4.5. And we utilize the balanced replay buffer in
practice. The second is the recent replay buffer Br to save
recent online transitions. With these two replay buffers, we
can utilize the meta adaptation method to accelerate the
offline-to-online adaptation process.

To decrease the unnecessary space complexity, we im-
plement both replay buffers as depicted in Fig. 2 (b). Specif-
ically, we store all the transitions in the overall replay buffer
with timestep order, namely, offline transitions, past online
transitions and recent online transitions in order. As such,
we only need to store the recent online transitions once and
thus, avoid introducing a physical recent replay buffer.

4 EXPERIMENTS

In this section, we conduct extensive experiments to demon-
strate the sample efficiency of the proposed offline-to-online
RL algorithm OEMA. Besides, we give in-depth analyses
on optimistic exploration and meta adaptation. In the end,
we investigate the impact of different replay buffers on the
performance of OEMA.

4.1 Experiment Settings

4.1.1 Environment and Dataset
We evaluate the sample efficiency of offline-to-online RL
algorithms on D4RL [23] benchmark, which provides var-
ious continuous-control tasks and datasets. Among them,
we mainly focus on three MuJoCo [32] locomotion tasks, i.e.,
halfcheetah, hopper and walker2d, which are widely used
by RL community. Besides, we also include Maze2D tasks,

with u-shape, medium and large maze. Fig. 3 illustrates the
six experimental environments. In terms of MuJoCo tasks,
D4RL provides five offline datasets with different quality
for each task: random, medium, medium-replay, medium-
expert and expert. Specifically, the random dataset is col-
lected by a randomly initialized policy; the medium dataset
is collected by an early-stopped soft actor-critic (SAC)
[30] agent with medium-level performance; the medium-
replay dataset consists of all the transitions in the replay
buffer after training the aforementioned medium-level SAC
agent; the medium-expert dataset consists of mixing equal
amounts of expert demonstrations and sub-optimal data;
the expert dataset is collected by a fully trained SAC agent.
Among them, offline RL agents trained with the expert
dataset already achieve expert-level performance, and there
is no need for further finetuning. Thus, we follow previous
works [10], [11], [13] to omit the evaluation on the expert
dataset. In terms of Maze2D tasks, we consider two settings
of sparse and dense rewards. We use D4RL datasets of v0
version for MuJoCo tasks, and v1 version for Maze2D tasks.

4.1.2 Evaluation Protocols

We take the standard TD3+BC to pretrain the offline RL
agent for all the 18 settings with one million gradient steps.
Note that we follow the previous work [13] to omit the
state normalization during offline pretraining for simplicity.
After offline pretraining, we finetune the agents via 300,000
environment steps for MuJoCo tasks, and 100,000 environ-
ment steps for Maze2D tasks. We evaluate the agents every
5000 timesteps and each evaluation consists of 10 episodes.
We take the best return over all the evaluations, and the
average return over last 10 evaluations to evaluate the sam-
ple efficiency of different offline-to-online RL algorithms.
Besides, we include average D4RL score (a normalized
score with 0 to represent random performance and 100 to
represent expert-level performance) improvement over the
offline performance for clearer comparison. Note that we
follow previous works [11], [13] to evaluate the sample
efficiency based on performance within a fixed number of
environment steps.

4.1.3 Baselines

We compare our OEMA algorithm with the following four
baselines.

• TD3+BC-ft. It performs further TD3+BC finetuning
steps with additional online interactions.

• TD3-ft. It finetunes the offline agent based on the
standard TD3 [25] algorithm.

• Balanced Replay (BR) [11]. This is the state-of-the-art
offline-to-online RL algorithm that prioritizes near-
on-policy transitions from the replay buffer to bal-
ance both offline and online samples.

• Adaptive Behavior Cloning Regularization (ABCR)
[13]. This is the state-of-the-art offline-to-online RL
algorithm that adaptively weights a behavior cloning
regularization based loss term to solve the distribu-
tion shift issue.

We implement all the baselines above on top of the
standard TD3 algorithm and run them from the same
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TABLE 1
Best return on D4RL benchmark. We report both mean and standard deviation over 5 seeds.

Offline Best return

TD3+BC TD3-ft TD3+BC-ft BR ABCR OEMA (ours)

halfcheetah-random 891.77 9359.09±241.77 4624.57±14.10 11559.56±256.89 11039.65±378.84 12205.95±183.35
halfcheetah-medium 4900.93 7139.52±49.76 5402.67±25.25 8201.63±169.12 8115.51±50.63 9399.60±225.82
halfcheetah-medium-replay 4632.27 8117.65±129.97 6047.79±23.90 7841.06±126.67 7422.23±85.79 8513.79±80.44
halfcheetah-medium-expert 10007.90 10007.90±0.00 11973.29±228.20 11278.00±282.82 10061.98±108.16 11018.72±274.46
hopper-random 336.61 3047.95±583.42 376.85±1.34 3386.45±83.98 3325.45±136.47 3544.96±49.74
hopper-medium 2852.76 3357.82±37.29 3290.15±6.95 3388.03±60.42 3398.23±75.28 3451.11±67.41
hopper-medium-replay 910.63 3311.27±39.80 3174.04±81.72 3319.20±24.46 3313.80±36.34 3472.34±138.45
hopper-medium-expert 3625.19 3659.51±22.90 3675.24±15.27 3708.87±27.80 3744.64±12.65 3694.62±31.13
walker2d-random 111.88 359.49±107.03 452.72±163.55 757.11±134.05 505.35±131.14 906.51±54.86
walker2d-medium 3702.98 3907.36±45.73 3814.31±19.95 4398.98±213.38 3989.75±76.59 4433.11±149.66
walker2d-medium-replay 836.65 4771.41±169.87 4165.89±135.49 4784.13±262.65 4639.01±142.84 4944.94±193.81
walker2d-medium-expert 4258.64 4695.25±359.00 5096.30±46.59 5618.93±160.72 5315.80±300.85 5485.63±179.85

MuJoCo improvement / 215.37% 114.81% 274.55% 245.65% 299.92%

maze2d-umaze 81.88 243.37±9.70 101.97±2.83 249.81±3.48 252.18±4.11 253.61±3.16
maze2d-umaze-dense 92.77 434.95±29.06 411.83±11.44 487.70±7.78 464.04±14.32 485.01±16.03
maze2d-medium 142.15 209.64±14.49 110.71±4.47 216.64±17.98 234.61±5.29 236.16±9.79
maze2d-medium-dense 138.97 338.98±14.08 204.40±7.19 380.69±23.61 387.61±12.57 400.98±30.31
maze2d-large 286.77 575.17±17.65 537.87±9.28 575.30±25.44 595.96±19.75 597.07±14.98
maze2d-large-dense 274.52 407.59±31.65 417.99±8.87 459.15±20.58 481.15±32.25 516.23±23.31

Maze2D improvement / 250.35% 150.02% 282.15% 283.98% 297.21%

Average improvement / 232.86% 132.42% 278.35% 264.82% 298.57%

TABLE 2
Average return over last 10 evaluations on D4RL benchmark. We report both mean and standard deviation over 5 seeds.

Offline Average return over last 10 evalutations

TD3+BC TD3-ft TD3+BC-ft BR ABCR OEMA (ours)

halfcheetah-random 891.77 8819.63±132.92 4528.30±22.54 11121.75±318.66 10713.24±344.26 11683.28±278.59
halfcheetah-medium 4900.93 6930.40±56.37 5298.50±18.89 7984.44±81.08 7918.09±130.20 9130.34±198.22
halfcheetah-medium-replay 4632.27 7888.45±146.89 5965.29±11.85 7726.50±133.72 7268.70±73.13 8250.61±109.13
halfcheetah-medium-expert 10007.90 4919.67±294.04 10024.12±89.26 10705.92±258.82 8825.90±649.40 10413.45±329.84
hopper-random 336.61 2462.26±661.07 372.76±1.12 2812.50±520.88 2835.23±487.28 3319.63±207.93
hopper-medium 2852.76 3003.47±173.59 3253.26±3.90 3010.77±251.50 3160.27±221.22 3252.55±31.27
hopper-medium-replay 910.63 2936.81±206.30 2278.74±365.29 2944.20±225.03 3174.63±160.69 3281.98±312.27
hopper-medium-expert 3625.19 3299.10±106.82 3599.51±37.07 3056.05±745.96 3617.94±56.27 3537.93±89.20
walker2d-random 111.88 167.69±30.15 215.44±81.32 181.38±113.91 72.65±26.54 610.00±116.80
walker2d-medium 3702.98 3583.60±155.86 3606.54±55.59 4280.09±257.71 3580.80±284.97 4102.83±201.98
walker2d-medium-replay 836.65 3985.54±245.05 3985.09±133.45 4457.28±390.71 4221.69±110.98 4421.43±198.07
walker2d-medium-expert 4258.64 3493.79±544.74 4691.95±128.49 4532.44±342.67 3950.24±440.21 4706.36±306.31

MuJoCo improvement / 162.39% 82.85% 201.93% 187.64% 257.03%

maze2d-umaze 81.88 197.21±9.44 90.81±3.34 203.07±15.06 226.40±25.44 236.90±7.05
maze2d-umaze-dense 92.77 305.51±40.06 390.19±14.65 410.15±26.08 341.56±44.74 435.10±25.14
maze2d-medium 142.15 177.08±15.31 95.84±6.57 189.66±18.86 204.73±13.09 212.45±11.64
maze2d-medium-dense 138.97 231.56±20.84 164.17±7.06 327.62±32.77 302.10±24.04 352.74±20.91
maze2d-large 286.77 412.46±33.73 488.95±22.33 456.42±46.31 524.94±45.22 487.26±24.81
maze2d-large-dense 274.52 293.74±43.00 395.44±9.28 389.50±36.05 382.46±32.70 436.14±20.30

Maze2D improvement / 149.69% 124.18% 214.95% 202.53% 248.45%

Average improvement / 156.04% 103.52% 208.44% 195.09% 252.74%

codebase. Note that we omit the heavy ensemble mecha-
nism in BR and ABCR for fair comparison. We provide all
the implementation details and hyperparameters at https:
//github.com/guosyjlu/OEMA. Note that we do not tune
any hyper-parameter of the backbone RL algorithm, i.e.,
TD3 for fair comparison.

We conduct all the experiments on one machine with
2 NVIDIA 3090 GPUs. We use the following software
versions: Python 3.8, PyTorch 1.10.0 [33], Gym 0.19.0 [34],
MuJoCo 2.2.0 [32] and mujoco-py 2.1.2.14.

4.2 Main Results and Analyses

To validate the sample efficiency of OEMA, we conduct
extensive experiments compared with four baselines. Table
1 and 2 show the best return and average return finetuning
results of offline pretrained RL agents over 12 MuJoCo loco-
motion settings and 6 Maze2D settings. Note that we also
include the average D4RL score improvement for clearer
comparison. We can observe that OEMA outperforms or
matches other algorithms in all the 18 settings. It is notewor-

https://github.com/guosyjlu/OEMA
https://github.com/guosyjlu/OEMA
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Fig. 4. Results of online finetuning with different exploration strategies
on three D4RL MuJoCo locomotion tasks with random datasets. We plot
the mean and standard deviation across 5 seeds. Best viewed in color.

thy that OEMA achieves 20.22% and 44.30% improvement
over the best performing baseline BR in terms of the best
return and average return D4RL score improvement, respec-
tively. This verifies the effectiveness of OEMA for improving
the sample efficiency. The reasons are two-fold: (i) the opti-
mistic exploration strategy can seek novel states and actions
that might yield high rewards and lead to long-term gains,
achieving better sample efficiency; (ii) the meta learning
based adaptation method can reduce the distribution shift
and accelerates the offline-to-online adaptation.

In addition, we find that most of the offline RL agents
benefit from online finetuning, especially for those sub-
optimal agents pretrained with random datasets. This is
reasonable since RL succeeds according to the process of
trial and error, and the online finetuning enables the agents
to timely discover and correct errors, and thus, improve
the performance. Besides, TD3-ft fails to bring finetuning
improvement in some settings, which demonstrates that the
exploration limitation and offline-to-online distribution shift
may hurt the performance.

Last but not least, we derive that it is easier for behavior
cloning based algorithms, i.e., TD3+BC-ft and ABCR, to
achieve desirable performance in the settings with high-
quality datasets. However, they fail to bring significant
improvement in the other settings. In contrast, OEMA can
achieve the best or at least competitive performance in all
the 18 settings.

4.3 In-depth Analysis on Optimistic Exploration

In this subsection, we give an in-depth analysis on the
proposed optimistic exploration strategy via ablation study
and hyperparameter tuning on optimism level. Note that we
mainly focus on MuJoCo locomotion tasks in the following
subsections, given their extensive adoption [11], [14], [15].

4.3.1 Ablation Study on Exploration Strategy
We first analyze the impact of different exploration strate-
gies via an ablation study. In particular, we replace the
optimistic exploration strategy of OEMA by (i) w/o-OE, the
vanilla exploration method in TD3, i.e., πe(s) = πϕ(s) +
ϵ, ϵ ∼ N (0, σ), and (ii) OAC [20], an exploration strategy
from the approximate closed form solution in the form
of Eq. 11. We strictly follow the hyperparameters in the
original paper. Fig. 4 shows the online finetuning curves
on three tasks with the random offline dataset. OAC fails
in all three settings, which can be attributed to its unsafe
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Fig. 5. Performance comparison with different optimism levels βUB
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Fig. 6. Performance comparison with different meta weights β on three
D4RL MuJoCo locomotion tasks with four different-quality datasets.
We report the averaged best D4RL score across 5 seeds with 300K
environment steps.

exploration at action boundaries. Note that this observation
is identical to [29]. Additionally, OEMA outperforms the
vanilla exploration method, w/o-OE, in terms of both sam-
ple efficiency and final performance over all three settings.
Particularly, w/o-OE attains a sudden performance drop
in the halfcheetah while OEMA maintains relatively stable
performance improvement. This verifies the effectiveness
of the proposed optimistic exploration strategy for finding
novel states and actions that might yield high rewards and
achieve long-term gains.

4.3.2 Hyper-parameter Analysis on Optimism Level βUB

Furthermore, we investigate the performance of OEMA
with different optimism levels βUB. We set βUB ∈
{1, 2, ..., 10} and plot the best D4RL score on three tasks
with different datasets in Fig. 5. Overall, the optimal opti-
mism level depends on both task and quality of the dataset.
Specifically, halfcheetah prefers larger optimism level to
encourage stronger optimistic exploration on state-action
pairs with high epistemic uncertainty, while hopper and
walker2d prefer more conservative optimistic exploration
due to the complexity of the environment. In terms of the
dataset quality, optimistic exploration strategy with high
optimism level fails in the medium-replay datasets. This
is reasonable since medium-replay datasets mix both the
sub-optimal data and random data, resulting in extremely
high epistemic uncertainty, and thus, limited performance.
In practice, we suggest choosing the optimism level with the
consideration of both task complexity and distribution of
the offline dataset. Conservative optimism level is preferred



JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2015 9

TABLE 3
Performance comparison with different adaptation methods on D4RL MuJoCo locomotion tasks with different-quality datasets. We report the

average D4RL score over last 10 evaluations with 300K environment steps. All the results are averaged across 5 seeds.

Best D4RL score Avg D4RL score over last 10 evaluations

w/o-MA MC control OEMA w/o-MA MC control OEMA

halfcheetah-random 99.84±1.04 93.44±1.67 100.96±1.92 100.57±1.48 96.10±1.26 87.76±2.52 97.81±1.77 96.36±2.24
halfcheetah-medium 76.07±0.50 43.37±1.08 78.09±1.03 77.97±1.82 74.25±0.83 22.36±1.17 76.13±0.92 75.80±1.60
halfcheetah-medium-replay 68.57±0.73 67.08±1.43 69.11±0.88 70.83±0.65 66.55±1.05 65.15±1.39 67.42±0.91 68.71±0.88
halfcheetah-medium-expert 87.94±2.27 82.87±0.00 87.76±3.09 91.01±2.21 81.81±3.13 46.89±12.77 83.55±2.44 86.13±2.66
hopper-random 109.06±3.26 90.37±27.11 107.49±1.83 109.55±1.53 98.03±8.04 70.99±36.12 96.52±12.76 102.62±6.39
hopper-medium 108.23±2.13 100.82±6.66 106.64±2.99 106.66±2.07 100.28±5.40 49.12±46.07 98.77±7.76 100.56±0.96
hopper-medium-replay 106.93±4.04 104.62±4.49 109.24±4.67 107.31±4.25 95.75±11.14 57.55±37.29 99.18±7.86 101.47±9.59
hopper-medium-expert 114.12±0.80 112.01±0.00 113.69±0.60 114.14±0.96 109.21±2.66 27.07±30.28 109.18±3.81 109.33±2.74
walker2d-random 18.44±2.37 17.21±1.60 17.39±2.38 19.71±1.19 8.54±4.88 5.88±2.79 5.19±2.51 13.25±2.54
walker2d-medium 91.75±2.98 80.63±0.00 95.23±2.11 96.53±3.26 85.63±5.66 19.04±8.00 86.89±4.52 89.34±4.40
walker2d-medium-replay 101.83±4.29 99.64±3.80 99.04±5.44 107.68±4.22 88.44±11.36 47.44±14.97 88.70±11.17 96.28±4.31
walker2d-medium-expert 116.43±2.19 99.52±9.08 115.59±2.69 119.46±3.92 87.02±5.77 26.18±33.04 85.02±13.09 102.48±6.67

Average D4RL score 91.60 82.63 91.69 93.45 82.53 43.79 82.86 86.86

with complex task and diverse dataset distribution. Note
that as the target policy gradually converges, we should
encourage the behavior policy to be less exploratory. Thus,
it is intuitively better to dynamically decay the optimism
level during online finetuning, which is a potential future
research direction.

4.4 In-depth Analysis on Meta Adaptation

In this subsection, we give an in-depth analysis on the
proposed meta adaptation method via ablation study, con-
trolled experiment on batch information, and hyperparam-
eter tuning on meta weight.

4.4.1 Ablation Study on Meta Adaptation
We first conduct an ablation study to investigate the impact
of different offline-to-online adaptation methods. Particu-
larly, we omit the meta adaptation method in OEMA to
derive (i) w/o-MA, and we replace the meta adaptation
method by (ii) Meta Critic (MC) [35]. Although MC is
not specifically proposed for offline-to-online adaptation,
it can similarly accelerate the policy improvement in off-
policy RL algorithms. Table 3 lists the results of the best
and average D4RL score over last 10 evaluations across
the 12 settings. Note that the column denoted by control
will be discussed in the Section 4.4.2. Specifically, OEMA
significantly outperforms w/o-MA and MC, which verifies
the effectiveness of the proposed meta adaptation method.
Moreover, MC fails in most of the settings. This is because
MC only enables the feature extraction of the policy network
to adapt to the online settings, which may bring potential
bias and even result in performance degradation.

4.4.2 Controlling for Batch Information
Since the meta adaptation method in OEMA brings more
potential information via two mini-batches from the over-
all replay buffer and recent replay buffer, we conduct
controlled experiments to perform vanilla policy improve-
ment on both mini-batches, denoted by control in Table 3.
Note that we can also regard control as a naive offline-to-
online adaptation method. As shown in Table 3, control
outperforms w/o-MA in some settings, but fails to bring

significant improvement in most of the settings. From the
perspective of best D4RL score across 12 settings, control
only improves w/o-MA by 0.09, while the proposed meta
adaptation method improves that by 1.95. Similarly, from
the perspective of average D4RL score across 12 settings,
control only improves w/o-MA by 0.23, while the proposed
meta adaptation method improves that by 4.23. This reveals
the limitation of naively using both mini-batches for offline-
to-online adaptation. Moreover, the results demonstrate that
the proposed meta adaptation method benefits not only
from the potential information contained in two mini-
batches, but more from the meta-learned offline-to-online
adaptation direction.

4.4.3 Hyper-parameter Analysis on Meta Weight β
We investigate the performance of OEMA with different
meta weights β. We set β ∈ {0.01, 0.05, 0.1, 0.5, 1.0} and
plot the best D4RL score on three tasks with different
datasets in Fig. 6. The performance of OEMA is not sig-
nificantly impacted by the meta weight in most of the
settings. This indicates that the meta weight is not a sensitive
hyperparameter. However, when we set β = 0, it is just
the w/o-MA above, which is 4.23 lower than OEMA with
β = 1.0 in average. This verifies the effectiveness of the
meta adaptation method. It is also desirable to point out
that the offline-to-online gap gradually decreases with the
constant finetuning process. Thus, it is intuitively better to
dynamically tune the meta weight during online finetuning.
We leave this for future work, which is a potential future
research direction.

4.5 Comparison Among Different Replay Buffers
In this subsection, we investigate the impact of different
replay buffers on the performance of OEMA. In particular,
we take the following replay buffers for comparison: (i)
naive initializes the overall replay buffer with all transitions
in the offline dataset. (ii) downsampling [13] initializes the
overall replay buffer with 5% randomly sampled transitions
from the offline dataset. (iii) BR [11] performs the same
initialization process as naive, but it prioritizes the near-
on-policy transitions during the online finetuning process.
Table 4 shows the best return and average return finetuning
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TABLE 4
Performance comparison of OEMA with different replay buffer. We show the best return, and average return over last 10 evaluations on D4RL

MuJoCo locomotion tasks with 300K environment steps. All the results are averaged over 5 seeds. Best results are highlighted.

Best return Avg return over last 10 evaluations

naive downsampling BR naive downsampling BR

halfcheetah-random 10247.48 11904.89 12205.95 9757.65 11398.49 11683.28
halfcheetah-medium 7746.81 9016.80 9399.60 7543.44 7886.69 9130.34
halfcheetah-medium-replay 7638.85 7981.95 8513.79 7404.60 7711.37 8250.61
halfcheetah-medium-expert 10148.91 10148.91 11018.72 4382.13 7479.86 10413.45
hopper-random 3261.87 3383.01 3544.96 2459.79 2888.44 3319.63
hopper-medium 3336.14 3534.12 3451.11 2945.64 3373.52 3252.55
hopper-medium-replay 3275.43 3460.66 3472.34 2566.93 3117.71 3281.98
hopper-medium-expert 3679.30 3710.34 3694.62 3408.15 3567.00 3537.93
walker2d-random 675.43 660.18 906.51 145.05 222.62 610.00
walker2d-medium 3937.81 3988.44 4433.11 3447.63 3389.54 4102.83
walker2d-medium-replay 4269.31 4422.45 4944.94 4013.62 4150.12 4421.43
walker2d-medium-expert 4355.05 5227.20 5485.63 2733.17 3823.55 4706.36

results of offline pretrained RL agents over three MuJoCo lo-
comotion tasks with four different-quality datasets. Overall,
naive fails in most of the settings, which verifies the ne-
cessity of balancing the ratio of online transitions to offline
transitions to achieve better sample efficiency. Additionally,
we find that the downsampling mechanism can eliminate
this issue to some extend. However, OEMA with downsam-
pling replay buffer still suffers from the quality of the offline
dataset. Among them, OEMA with BR achieves the best
performance in most of the settings. This is reasonable since
BR can dynamically adjust the distribution of the sampled
transitions according to the target policy, thus achieving
better sample efficiency. As a result, we utilize BR as the
overall replay buffer in practice.

5 RELATED WORK

In this section, we introduce three aspects of the related
work, including offline-to-online RL, optimistic exploration
in RL, and meta learning for RL.

5.1 Offline-to-Online RL

Offline RL aims to learn a policy from a previously collected
fixed-size dataset without any further interaction with the
environment [28]. Built on top of the off-policy RL algo-
rithms [25], [30], [36], recent works propose various con-
straints to avoid the distribution shift, such as conservatism
mechanism [14], [37], policy regularization [15], [38], [39],
etc. However, offline RL typically has limited performance
due to sub-optimal datasets. Hence, it is necessary to further
finetune the offline RL agents before the deployment.

Generally, existing offline-to-online RL algorithms can
be divided into two branches. The first branch is to design
a unified offline pretraining and online finetuning method
[12], [37], [40]. However, this branch of work has limited
applicable scenarios. The other branch is to design general
online finetuning methods for arbitrarily given pretrained
RL agents. The state-of-the-art model-free offline-to-online
RL algorithms are the balanced replay [11] and the adap-
tive behavior cloning regularization [13]. Both of them are
designed to solve the distribution shift issue. In contrast,

OEMA aims to solve both exploration limitation and dis-
tribution shift issue. There is also a model-based offline-to-
online RL algorithm named MOORe [10]. However, since
model-based RL algorithms are typically more sample-
efficient than model-free RL, we do not take it for compar-
ison. Besides, online decision transformer [41] studies the
offline-to-online settings, but it is built on the upside-down
RL [42], and thus, we do not take it for comparison.

5.2 Optimistic Exploration in RL
Optimistic exploration is built on the principle of optimism
in the face of uncertainty, which means exploring the envi-
ronment with the highest guess for best actions to balance
the exploration and exploitation under constant trials and
errors [17], [18], [19], [43], [44]. OAC [20] proposes to esti-
mate the epistemic uncertainty for exploration and gives an
approximate closed form solution. However, a recent study
[29] points out that OAC tends to choose actions at the
action boundaries, resulting in low sample efficiency, and
proposes another approximate closed form solution built on
top of the trust region optimization. Different from them,
we propose a perturbation based optimistic exploration
strategy in an iterative manner, which naturally satisfies the
constraints of the optimization and attains better stability.

5.3 Meta Learning for RL
Meta learning, a.k.a, learning to learn, aims to improve
the learning algorithm based on the previous experience
of multiple learning process [45]. In terms of RL, the most
direct application of meta learning is meta RL [21], [22], [46],
which leverages a set of training tasks to learn a policy
that can quickly adapt to new test tasks. We borrow the
idea of meta RL to develop the meta adaptation method.
However, there are essential differences between us because
our problem setting only involves one task. Additionally,
there are some recent works utilizing meta learning to boost
the performance of existing RL algorithms. For example,
meta SAC [47] applies meta learning to automatically tune
the entropy hyperparameter in SAC. Moreover, meta critic
[35] trains an extra critic via meta learning to improve actor-
critic based off-policy RL algorithms. Different from both,
we utilize meta learning to reduce the distribution shift and
accelerate the offline-to-online adaptation.
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6 CONCLUSION AND FUTURE WORK

In this paper, we identify the exploration limitation and
the distribution shift as the major obstacle towards sample-
efficient offline-to-online RL. To this end, we propose an
efficient offline-to-online RL algorithm via optimistic ex-
ploration and meta adaptation. The optimistic exploration
strategy enables the agents to explore novel state-action
pairs that might yield high rewards while attaining the sta-
bility. Moreover, the meta learning based adaptation method
reduces the distribution shift and accelerates the offline-
to-online adaptation. We empirically demonstrate that the
proposed OEMA algorithm attains state-of-the-art offline-
to-online performance on the popular D4RL benchmark.
Besides, extensive experiments are conducted to verify the
effectiveness of the proposed optimistic exploration strategy
and meta learning based adaptation method.

For future work, we expect to investigate the impact
of the initialization with different offline pretrained agents
on the offline-to-online performance, which may provide
us a more instructive direction on the evaluation of the
offline RL algorithms. Besides, we also expect to explore the
application of offline-to-online RL in real-world production
systems, such as recommender system and search system.
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