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ABSTRACT
The aging of global population is witnessing increasing prevalence

of spinal disorders. According to latest statistics, nearly five percent

of the global population is suffering from spinal disorders. To relieve

the pain, many spine patients tend to choose surgeries. However,

recent evidences reveal that some spine patients can self-heal over

time with nonoperative treatment and even surgeries may not ease

the pain for some others, which raises a critical question regard-

ing the appropriateness of such surgeries [31, 32]. Furthermore,

the complex and time-consuming diagnostic process places a great

burden on both clinicians and patients. Due to the development of

web technology, it is possible for spine patients to obtain decision

making suggestions on the Internet. The uniqueness of web technol-

ogy, including its popularity, convenience, and immediacy, makes

intelligent healthcare techniques, especially Treatment Outcome

Forecasting (TOF), able to support clinical decision-making for

doctors and healthcare providers. Despite a few machine-learning-

based methods have been proposed for TOF, their performance and

feasibility are mostly unsatisfactory due to the neglect of a few

practical challenges (caused by applying on the Internet), including

biased data selection, noisy supervision, and patient noncompliance. In
light of this, we propose DeepTOF, a novel end-to-end deep learning
model to cope with the unique challenges in web-based long-term

continuous spine TOF. In particular, we combine different patient
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groups and train a unified predictive model to eliminate the data se-

lection bias. Towards robust learning, we further take advantage of

indirect but fine-grained supervision signals to mutually calibrate

with the noisy training labels. Additionally, a feature selector was

co-trained with DeepTOF to select the most important features (i.e.,

answers/indicators that need to be collected) for inference, thus

easing the use of DeepTOF during web-based real-world application.
The proposed DeepTOF could bring great benefits to the rehabili-

tation of spine patients. Comprehensive experiments and analysis

show that DeepTOF outperforms conventional solutions by a large

margin
1
.
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1 INTRODUCTION
Spine disease is one of the most significant causes of disability

in the world [32, 36]. Associated with a variety of clinical symp-

toms, including lower extremity pain and low back pain of varying

levels of severity, spinal disorders usually lead to a significant re-

duction in the quality of life for patients [44] (we primarily focus on

back pain-related spinal diseases in this paper). In the 2010 Global

1
The source code are available at https://github.com/HangtingYe/DeepTOF.
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Figure 1: Web-based Treatment Outcome Forecasting.

Burden of Disease Study, among a total of 291 studied conditions,

low back pain was ranked top in terms of years lost to disability,

as it gave rise to 83 million disability adjusted life years lost in

2010 [19]. To ease the pain, spine patients are mainly treated with

either surgical or nonoperative measures. Although it has long been

believed that surgical treatment would be more effective, recent

studies have found that some patients could self-heal over time

and, more importantly, there was little difference between patients

who underwent surgery and those who did not in the long run (2-8

years) [1, 31, 32]. This means that surgery is not suitable for every

spine patient. It raises an important question: how to determine

the most appropriate treatment for a specific patient?

Appropriate decision making during the spine disease diagnostic-

treatment cycle is a complex activity [20], which requires extensive

collaboration between patients and clinicians [23]. Clinicians have

long envisioned the day when computers could make long-term

medical predictions to assist patients in making decisions in com-

plex clinical situations. Due to the development of web technology,

it is possible for spine patients to obtain decision making sugges-

tions through web and understand their condition in advance with

machine learning techniques. Specifically, web-based healthcare

tools have the following uniqueness: (i) Popularity. Web technol-

ogy allows healthcare technology to serve a large population of

spine patients. With the help of web technology, patients are no

longer constrained by scarce medical resources, anyone can use

web technology to know their condition in advance at any time and

location. (ii) Convenience. Contrary to the time-consuming clinical

diagnostic process necessary in a hospital (e.g. myelography and

computed tomography (CT)), patients could provide information

on the Internet by completing a short questionnaire. (iii) Immedi-

acy. Patients can obtain treatment suggestion at the early diagnosis

during disease diagnostic-treatment cycle. An early understand-

ing of the spine condition will aid in patients’ recovery during the

subsequent treatment.

One important way to achieve informed decision making is Web-

based Treatment Outcome Forecasting (WTOF). We first describe

the Treatment Outcome Forecasting (TOF) problem. It allows for

personalized prediction of the expected treatment outcome for each

patient, and thus supports clinicians to anticipate the course of

treatment and make better-informed decisions [34, 48, 62]. Fur-

thermore, with the development of web technology, TOF systems

can be widely deployed anywhere (healthcare organizations or pa-

tients’ home) to support decision making. In this paper, we focus

on the Web-based Long-term Continuous Spine TOF task: pre-

dicting the health conditions of a spine patient on WTOF system,

with or without taking surgical treatment, in each of the next few

years [63]. This specific task is supported by a web-based system

to assist clinicians and patients at the early diagnostic part of the

disease diagnostic-treatment cycle. It is important to note that the

predicted health conditions are not intended to be equivalent to

recommending surgery or not, and therefore, they do not substitute

the expertise of clinicians. Inspired by the rapid development of

digitization in the medical industry, an increasing number of efforts

have attempted to leverage machine learning approaches to build

up data-driven TOF models [26, 57]. However, very few of the exist-

ing approaches could achieve practically satisfactory performance

due to their weakness in learning effective models from the biased,

inconsistent, and noisy real-world data. Specifically, to construct

an accurate WTOF model, one faces following key challenges:

• Data selection bias. WTOF system serves a large population

of spine patients. Although the system could obtain enormous

amounts of training data, there still exists data bias. The training

data is naturally grouped as a patient can only undergo one kind

of treatment (e.g., surgical or nonoperative treatment). To predict

the outcome of different treatments, a straightforward solution

is separate modeling, i.e., build multiple predictive models, each

trained with data from patients who took a specific treatment.

However, individual patient’s treatment choice is usually highly

dependent on a few critical factors (e.g., age and education level),

mainly due to pre-existing surgical knowledge. This inevitably

causes significantly variant data distribution across different

subgroups of patients by treatment. As a result, sub models will

carry over the data selection bias from their training data into

the prediction of new patients. Such bias prevents the model

from answering the question of "what if": what if a patient takes

another treatment? Therefore, the first challenge is how to build
an unbiased TOF model with the presence of data selection bias
across different treatment groups.

• Noisy supervision. Although web technology has many bene-

fits for spine TOF, it has a serious problem that the information

submitted to the WTOF system is not obtained through clinical

test. The target of the model prediction (which is also the su-

pervision signal in model training) is a subjective health status

score that is self-reported by the patients. However, many exist-

ing studies have shown that patient self-reporting is not always

reliable [14, 25, 52]. This may disrupt model training and lead

to inaccurate predictions. Other sources of information, such

as health surveys, can easily be done online and provide more

precise health status estimations, albeit this is not applicable to

all patients. Hence, the second challenge is how to exploit the
indirect patient information to calibrate the training labels and
thus getting a more robust prediction.

• Patient noncompliance. Patients voluntarily provide all their

personal information to the spine WTOF system. There are no

rules that can compel patients to provide information due to the

privacy and freedom attributes of the Internet. Therefore the final

critical factor that affects the accuracy and feasibility of WTOF
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models is the problem of patient noncompliance [16, 45, 50]. For

example, subjects assigned to surgery may delay or subsequently

refuse surgery, whereas nonsurgical subjects may ultimately

seek and receive surgery. Such information might not be updated

timely to WTOF system. A patient may also be absent from a

particular survey or refuse to provide certain information for

privacy or other concerns. This will result in missing data or

even labels in the training set, and the model can only perform

inference based on limited input information at test-time. Thus,

the third challenge is how to cope with patient noncompliance,
which includes robust learning from inconsistent and incomplete
data as well as robust inference given limited input information.

In light of the above challenges and the great potential of deep

learning in healthcare artificial intelligence applications [18, 34, 37],

we propose a novel end-to-end deep learning framework DeepTOF
for accurate and trustworthy web-based long-term continuous

spine TOF. Different from prevailing methods that treat predic-

tions for different treatments as separate tasks, DeepTOF is a unified
learning framework that can handle multi-treatment outcome fore-

casting. Specifically, all the massive patients data are used to train

DeepTOF. To eliminate the data selection bias with respect to the

assigned treatment, we introduce counter-factual training [6] to

enforce the model to learn treatment-agnostic representations from

the data. DeepTOF also makes additional predictions about the pa-

tient’s physical condition during training. These extra predictions

are used to mutually calibrate with the noisy training labels, thus

exploiting the finer-grained supervision to achieve robust learn-

ing. In response to the missing training data and labels brought

about by patient noncompliance and data unification, we adopt

semi-supervised learning to better mine information from incom-

plete supervision. To sum up, this paper makes following 3-fold

contributions:

• We present the first systematic discussion of the difficulties and

challenges of building learning-based models at early diagnosis

of the diagnostic-treatment cycle for Web-based Long-term Con-

tinuous Spine Treatment Outcome Forecasting, including data

selection bias, noisy supervision, and patient noncompliance.

• To handle the unique challenges of this complex task, we develop

the DeepTOF, which demonstrates superior performance in real-

world spine WTOF task. To our best knowledge, it is the first

unified end-to-end deep learning framework for spine WTOF.

And it has a great effect on the rehabilitation of spine patients.

• We also present a detailed quantitative analysis and discussion

of real-world clinical spine patients TOF data with respect to

commonly adjusted demographic variables: gender, race, and

education level. Our findings can shed some light on developing

better WTOF algorithms for similar tasks.

2 RELATEDWORK
In this section, we systematically review the existing works related

to machine-learning-based treatment outcome forecasting and deep

learning applications in medical Artificial Intelligence (AI).

2.1 Medical Treatment Outcome Forecasting
The forecasting problem is a big topic in medical artificial intelli-

gence (AI). It encompasses many different kinds of tasks, such as

Table 1: An overview of existing TOF settings.

Work Task Length of Target of Prediction Output
Type Prediction Space

[35]

CLF

immediate referral advice {0, 1, 2}
[2] 10 weeks level of depression {0, 1}

[42, 43] 6 months low/high pain volatility {0, 1}
[15] 1 year presence of complication {0, 1}
[12] 2 years significant outcome {0, 1}
[8]

REG

12 weeks quality of life R
[47] 2 years level of depression R

This work LC-REG 1-8 years bodily pain &
R2×2×𝑇physical function

* Classification (CLF), Regression (REG), Long-term Continuous Regression (LC-REG).

forecasting of health risk [9, 21, 58], health-care costs [5], treatment

compliance [4], and even pandemic trends of COVID-19 [13, 33].

In this paper, we focus on Treatment Outcome Forecasting (TOF),

which is one of the most common and challenging medical fore-

casting problems for its importance in improving patient-centered

healthcare outcomes [57]. Canonical regression analysis is the most

common method for TOF, but recent studies show that utilizing

machine learning algorithms provides better results in many sce-

narios [49, 65]. As a result, a few machine-learning-based TOF

methods have been proposed in recent years. For example, Rahman
et al. [42] used Support VectorMachine (SVM) to predict pain volatil-

ity, Wang et al. [60] adopted naïve Bayes for oral health prediction,

and d’Hollosy et al. [35] predicted low back pain with decision tree.

Recently, Verma et al. [57] provided a systematic review of works

that apply machine learning for predicting treatment outcomes.

However, many existing TOF methods are simply based on linear

learning algorithms, e.g., logistic regression [8, 47], linear kernel

SVM [12, 42, 43], decision tree [35], and quadratic discriminant

analysis [15]. Many of them also tested ensemble learning frame-

works, such as random forest [35, 42, 43] and gradient boosting

machine [60]. Table 1 summarizes the different TOF settings of

these related works. It is worth noting that most of them, though

applying machine learning methods, did not focus on making tar-

geted improvements to the models for the TOF problem. More

importantly, the vast majority of existing research works simpli-

fied the TOF into binary classification [2, 12, 15, 35, 43], while

continuous-value prediction [57] can create more practical value

since it can facilitate finer-grained treatment evaluation. We also

must note that most existing works follow the typical TOF setting,

which only requires the model to provide the "taking treatment"

prediction for a single time-point in the future (e.g., 6-months later).

In contrast, we consider the most challenging long-term spine TOF

setting: the model needs to give separate "taking treatment" and

"not taking treatment" predictions in each of the next 8 years for a

given patient.

2.2 Deep Learning for Medical AI
For nearly half a century, logic-based methods like expert systems

and graphical models are dominant in medical artificial intelligence.

However, we have witnessed the recent rapid uptake of Deep Learn-

ing (DL) in various fields of intelligent healthcare for its demon-

strable strengths in intricate pattern recognition and predictive

model building [18, 34]. Thus far, DL has been primarily employed
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in image-intensive domains like radiology, radiotherapy, pathology,

ophthalmology, dermatology, and image-guided surgery [34].

In the field of medical forecasting, existing research efforts have

mainly focused on employing DL for health risk prediction. Specif-

ically, they apply deep learning models to predict a healthy indi-

vidual’s risk of developing a particular type or class of disease(s),

e.g., chronic diseases [10], Parkinson’s disease [64], Alzheimer’s

disease [29], and cancers [59, 66]. We can see that the health risk

prediction is oriented to healthy people and does not involve medi-

cal treatments and corresponding outcome assessment. So it is a

task distinct from treatment outcome forecasting which focuses on

assessing the effectiveness of medical treatments for patients [57].

We notice that there are a few recent studies that try to apply ar-

tificial neural networks for TOF [39, 41, 47], but are limited to direct

application of fully connected Multi-Layer Perceptron (MLP), with-

out any adaptive modification to cope with the unique challenges in

TOF tasks [57]. To the best of our knowledge, our work is the first

to discuss the difficulties and challenges of building data-driven

predictive models for spine TOF. The proposed DeepTOF is also

the first unified deep learning framework designed for long-term

continuous spine treatment outcome forecasting.

3 METHODOLOGY
In this section, we will first cover some preliminaries, including a

description of the background task of this paper, i.e., the application

scenarios, the Spine Patient Outcomes Research Trial 2 (SPORT), the
definitions of basic notations, and the formulation of web-based

long-term continuous spine TOF problem. After that, we will elab-

orate the details of DeepTOF framework.

3.1 Preliminaries

Application Scenarios. The proposed DeepTOF is a spine TOF sys-
tem deployed on the Internet. Our goal is to assist decision making

at early diagnosis during spine disease diagnostic-treatment cycle.

For instance, before a patient goes to the hospital for treatment,

some personal information (which will be kept confidential) can be

provided to the WTOF system and then each treatment’s outcomes

in the future will be returned. This can be done on the Internet,

eliminating a lot of complex diagnostic processes. We first use a lo-

cal real-world dataset to train DeepTOF and then release the trained

model on the Internet for use. While with the patient’s consent and

adhering to the principle of protecting patient privacy, we use the

data gathered by the WTOF system to further fine-tune the model.

For more detailed information of how the DeepTOF utilizes web

system, please refer to the Appx. A.

The SPORT dataset. SPORT [1, 63] is a clinical trial comparing

surgical and nonoperative treatment for several different back con-

ditions. It was conducted at 13 US medical centers with multi-

disciplinary spine practices across 11 states, with a total of 2505

participants enrolled. The SPORT dataset provides more than 130

attributes about the patient that could be used for forecasting. The

primary outcome measures are changes from baseline for the bod-
ily pain (BP) and physical function (PF) scales, which are also the

targets of model predictions. For available patients, SPORT also

2
funded by the NIH, supported by grant (U01-AR45444-01A1).

Table 2: Definitions of basic notations.

Notation Definition

𝑑 Number of input dimensions (features).

𝑇 Maximum time step.

𝑁 Number of patients.

X : R𝑑 Input feature space.

Y : R2×2×𝑇
Output label space.

(2 treatments × 2 outcomes × 𝑇 timesteps)

S : R2×36×𝑇
SF-36 score space.

(2 treatments × 36 questions × 𝑇 timesteps)

T : {𝜏𝑛, 𝜏𝑠 } Treatment space, where 𝜏𝑛 /𝜏𝑠
denotes nonoperative/surgical treatment.

𝑝𝑖 : (𝑥𝑖 , 𝑦𝑖 , 𝑠𝑖 , 𝜏𝑖 ) Data of patient 𝑝𝑖 , where

𝑥𝑖 ∈ X, 𝑦𝑖 ∈ Y, 𝑠𝑖 ∈ S, 𝜏𝑖 ∈ T.

𝐷 : {𝑝𝑖 }𝑖=1,2,...,𝑁 Dataset 𝐷 of 𝑁 patients.

collected their self-reported scores on the Short Form-36 (SF-36),
which is a widely-used generic health survey with 36 questions,

scored from 0 (low) to 100 (high) [61]. All the outcome scores (BP,

PF, and SF-36 if available) were measured in follow-up visits at 6

weeks, 3 months, 6 months, and yearly out to 8 years after diag-
nosis. SPORT is a questionnaire form of data that could easily be

applied to the web service. Specifically, the SPORT data defines

a challenging long-term continuous spine TOF problem: a model
takes the patient’s information as input, and simultaneously predicts
BP and PF for each of the next 8 years given he/she takes the surgical
or nonoperative treatment.

Notations and Problem Formulation. With the previous de-

scription, we can now formally define the spine WTOF problem

considered in this paper. Formally, let 𝑑 denote the number of in-

put features, 𝑇 as the maximum time steps of prediction, 𝑁 as the

number of patients, and T : {𝜏𝑛, 𝜏𝑠 } as the treatment space, where

𝜏𝑛 and 𝜏𝑠 represent the nonoperative and surgical treatments, re-

spectively. We can define the input space X : R𝑑 and the output

space Y : R2×2×𝑇 , since the model needs to predict 2 outcomes

(BP and PF) of 2 very different treatments (𝜏𝑛 and 𝜏𝑠 ) at each of

the 𝑇 time steps. Similarly, the SF-36 score space is S : R2×36×𝑇 .
Then the data of a patient 𝑝𝑖 can be defined as 𝑝𝑖 : (𝑥𝑖 , 𝑦𝑖 , 𝑠𝑖 , 𝜏𝑖 ),
where 𝑥𝑖 ∈ X, 𝑦𝑖 ∈ Y, 𝑠𝑖 ∈ S, and 𝜏𝑖 ∈ T. A dataset 𝐷 including 𝑁

patients is thus 𝐷 : {𝑝𝑖 }𝑖=1,2,...,𝑁 . Table 2 summarizes the above no-

tation definitions. Please note that for simplicity, we use X, Y, S, T
to represent the inputs, outputs, sf-36 scores, and treatments of the

dataset 𝐷 unless otherwise stated. Specifically, 𝑥𝑖 : [𝑥𝑖
1
, 𝑥𝑖

2
, ..., 𝑥𝑖

𝑑
] is

the feature vector of 𝑝𝑖 , where 𝑥𝑖
𝑘
represents the 𝑘-th feature. For

label 𝑦𝑖 , the first dimension corresponds to the choice of treatment,

the second to different outcomes, and the third to the time steps. For

clarity, we use 𝐵𝑃𝑖𝑡,𝜏 /𝑃𝐹
𝑖
𝑡,𝜏 to represent the BP/PF score of patient 𝑝

𝑖

at the 𝑡-th time step taking the treatment 𝜏 , where 𝜏 ∈ T. Likewise,

𝑆𝐹
𝑖, 𝑗
𝑡,𝜏 denotes the 𝑗-th score of SF-36 under the same condition. Let’s

denote the predictive model as 𝐹 (·), then the objective of long-term

continuous spine TOF is to learn an accurate 𝐹 : X → Y from the
given dataset 𝐷 : {𝑝𝑖 }𝑖=1,2,...,𝑁 .

3.2 The Proposed Framework
We now introduce our DeepTOF framework. To start with, let \ be

the learnable parameters of predictive model 𝐹 (·;\ ) and L be the
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loss function. Then in order to learn a spine WTOF model 𝐹 from

dataset 𝐷 , we aim to solve the following optimization problem:

argmin

\

L(𝐹 (X;\ ),Y). (1)

However, as discussed in Section 1, directly optimizing this ob-

jective will lead to sub-optimal performance due to the unique

challenges in spine WTOF: data selection bias, noisy supervision,
and patient noncompliance. Thus, the primary motivation of our

DeepTOF design is to overcome these issues. Specifically, within the

whole DeepTOF framework, we take advantage of counter-factual
training to obtain unbiased data representation, multi-task calibra-
tion to conquer noisy supervision, and semi-supervised learning
to address patient noncompliance. Furthermore, we propose us-

ing feature selection to make the DeepTOF more clinically feasible.

Please refer to Figure 2 for an overview of the proposed DeepTOF
framework. We will describe these components in detail in the rest

of this section.

3.2.1 Counter-factual training. As mentioned before, the data dis-

tribution varies across different treatment subgroups, thus introduc-

ing data selection bias to the model predictions. Unlike traditional

clinical studies, we are unable to do the randomized control trials

for web-based services. Thus, the treatment on any individual pa-

tient depends on his/her input features 𝑥𝑖 . Simply building a model

𝐹𝜏𝑛 (𝐹𝜏𝑠 ) based on𝐷𝜏𝑛 (𝐷𝜏𝑠 ) and directly using it to predict the out-
come of a new patient actually assumes that this new patient was

implicitly assigned to the treatment 𝜏𝑛 (𝜏𝑠 ). To counter such a bias

in regards to the assigned treatment, we propose the counter-factual

training to drive DeepTOF to learn treatment-agnostic representa-

tions from the complete ungrouped dataset 𝐷 .

Specifically, we aim to learn an unbiased parameterized feature

extractor 𝐺 𝑓 : X → R, where R is the representation space. A

treatment classifier 𝐺𝜏 : R → T is used to detect treatment in-

formation in𝐺 𝑓 (X): better classification accuracy indicates more

discriminative information w.r.t. the assigned treatment that re-

tained in 𝐺 𝑓 (X). Formally, let 𝐺 𝑓 (·;\ 𝑓 ) be the feature extractor of
𝐹 . In addition to the label predictor𝐺𝑦 (·;\𝑦) : R → Y, we add the

treatment classifier 𝐺𝜏 (·;\𝜏 ), and re-write the original objective

described in Eq. (1) as:

argmin

\ 𝑓 ,\𝑦

L(𝐺𝑦 (𝐺 𝑓 (X;\ 𝑓 );\𝑦),Y). (2)

To achieve counter-factual training, we additionally optimize:

argmax

\ 𝑓

argmin

\𝜏

L(𝐺𝜏 (𝐺 𝑓 (X;\ 𝑓 );\𝜏 ),T) (3)

This objective encompasses two coupled aspects. On one hand,

𝐺𝜏 is optimized to perform accurate treatment classification, so

as to find all possible discriminative information that remains in

the extracted representations 𝐺 𝑓 (X); on the other hand, the 𝐺 𝑓 is

optimized adversarially to learn treatment-agnostic representations

to disturb 𝐺𝜏 . This allows DeepTOF to remove treatment-related

information to the greatest extent, thereby eliminating data selection
bias. The adversarial optimization of \ 𝑓 is achieved by adding a

gradient reversal layer 𝑅_ , which will multiply the backpropagate

gradient by a negative number −_, i.e., \ 𝑓 = \ 𝑓 − ` (−_ 𝜕L
𝜕\ 𝑓

), where
` is the learning rate. With 𝑅_ , we can reformulate the objective in

Eq. (3) as:

argmin

\ 𝑓 ,\𝜏

L(𝐺𝜏 (𝑅_ (𝐺 𝑓 (X;\ 𝑓 ));\𝜏 ),T) (4)

3.2.2 Multi-task calibration. As we know, the training labels Y in

spine WTOF are treatment outcomes that are self-reported by the

patients. However, in medical research, many factors associated

with patient characteristics, such as the education level, can affect

the reliability and accuracy of self-reporting [14, 25]. Therefore, the

training labels Y may be incorrect, leading to noisy supervision in

spine WTOF training. In response to this, we introduce multi-task

calibration to simultaneously (1) exploit extra fine-grained supervi-

sion and (2) calibrate the noisy training labels, thus achieving more

robust learning from noisy supervision.
Firstly, we add a SF-36 score predictor 𝐺𝑠 (·;\𝑠 ) : R → S. Com-

pared to the BP and PF, SF-36 [61] provides a more detailed eval-

uation of patients’ health condition. It also comes with detailed

instructions to help patients understand the questionnaire and give

a more accurate self-assessment
3
, which makes it a reliable source

of external supervision signals. Formally, we optimize:

argmin

\ 𝑓 ,\𝑠

L(𝐺𝑠 (𝐺 𝑓 (X;\ 𝑓 );\𝑠 ), S) . (5)

On the other hand, we incorporate medical domain knowledge

to calibrate the noisy training labels (i.e., BP and PF) with the SF-36

score predictions. Note that for clarity, we use the ∗̂ to denote the

prediction value of ∗, e.g., [𝐵𝑃𝑖 , 𝑃𝐹 𝑖 ] := 𝐺𝑦 (𝐺 𝑓 (𝑥𝑖 )) and 𝑆𝐹 𝑖 :=

𝐺𝑠 (𝐺 𝑓 (𝑥𝑖 )). Then according to [27, 61], BP and PF score could also

be derived from the predicted SF-36 scores by:

𝐵𝑃 =
1

2

22∑︁
𝑖=21

(𝑆𝐹 𝑖 ); 𝑃𝐹 =
1

10

12∑︁
𝑖=3

(𝑆𝐹 𝑖 ), (6)

where the subscript 𝑖 denotes the 𝑖-th score of SF-36. The 𝐵𝑃, 𝑃𝐹

and 𝐵𝑃, 𝑃𝐹 are then used for mutual calibration, thereby achieving

more robust learning for both 𝐺𝑦 (·;\𝑦) and 𝐺𝑠 (·;\𝑠 ):

argmin

\ 𝑓 ,\𝑦 ,\𝑠

L( [𝐵𝑃, 𝑃𝐹 ], [𝐵𝑃, 𝑃𝐹 ]) ⇔ argmin

\ 𝑓 ,\𝑦 ,\𝑠

L(Ŷ, Ỹ). (7)

3.2.3 Semi-supervised learning. We note that a considerable por-

tion of the data is missing due to patient noncompliance. For example,

patients’ absence from follow-up visit(s) or death will cause miss-

ing outcome reports in Y. Moreover, one may notice that with our

uniform modeling strategy, half of the training labels are counter-

factual that do not exist in the original data, e.g., for a patient 𝑝𝑖
whose 𝜏𝑖 = 𝜏𝑛 , the outcome labels of taking another treatment 𝜏𝑠
(such as 𝐵𝑃𝜏𝑠 , 𝑃𝐹𝜏𝑠 ) are absent in Y. All these factors lead to a signif-
icant number of missing values in the training set, which motivates

us to introduce semi-supervised learning into DeepTOF.
Inspired by [54], we propose a simple yet effective solution to

this problem by maintaining a temporal moving average teacher

network 𝐹𝑡𝑒𝑎𝑐ℎ𝑒𝑟 (·;\𝑡𝑒𝑎𝑐ℎ𝑒𝑟 ) for the student model 𝐹 (·;\ ). Note
that 𝐹 is defined as the combination of feature extractor𝐺 𝑓 and label

predictor𝐺𝑦 , i.e., 𝐹 (𝑥 ;\ ) := 𝐺𝑦 (𝐺 𝑓 (𝑥 ;\ 𝑓 );\𝑦). Specifically, during
the learning process of the student network 𝐹 , the weights (aka

3
An online example of SF-36: SF-36 Score (Short Form Health Survey).
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Figure 2: The DeepTOF framework.

parameters) \𝑡𝑒𝑎𝑐ℎ𝑒𝑟 of teacher network are simply the Exponential

Moving Average (EMA) of student model weights \ . Formally,

\𝑡𝑒𝑎𝑐ℎ𝑒𝑟,𝑡 = 𝛼 · \𝑡𝑒𝑎𝑐ℎ𝑒𝑟,𝑡−1 + (1 − 𝛼) · \𝑡 , (8)

at the training step 𝑡 , with a smoothing coefficient hyper-parameter

𝛼 . The student model 𝐹 is encouraged to make consistent predic-

tions with 𝐹𝑡𝑒𝑎𝑐ℎ𝑒𝑟 as the EMA teacher is generally more accurate

than the student [40]. For labeled data (𝑥,𝑦), 𝐹 learns from both the

ground truth label 𝑦 and the output of 𝐹𝑡𝑒𝑎𝑐ℎ𝑒𝑟 . For unlabeled data

(𝑥,−), 𝐹 learns solely from the teacher’s prediction 𝐹𝑡𝑒𝑎𝑐ℎ𝑒𝑟 (𝑥), i.e.,
𝐹𝑡𝑒𝑎𝑐ℎ𝑒𝑟 (𝑥) is used as a soft target for 𝑥 . Then learning from the

teacher model corresponds to the following objective:

argmin

\,\𝑡𝑒𝑎𝑐ℎ𝑒𝑟

L(𝐹 (X;\ ),Y) +L(𝐹 (X;\ ), 𝐹𝑡𝑒𝑎𝑐ℎ𝑒𝑟 (X;\𝑡𝑒𝑎𝑐ℎ𝑒𝑟 )). (9)

3.2.4 Feature extractor. As mentioned above, the feature extractor

𝐺 𝑓 is crucial to the process of mining information. The output label

𝑦𝑖 ∈ R2×2×𝑇 of an individual can be viewed as a sequence, we

consider that the knowledge gained from from previous timesteps

may be useful for the model to forecast future outcomes. To better

capture the dependencies in physical condition during the follow-

up visit(s) under a certain treatment, we adopt attention mechanism

which is achieved through the Transformer Encoder [56]. The Trans-

former Encoder could relate different positions of a sequence to

compute a representation. Specifically, we first map the X ∈ R𝑁×𝑑

to a sequence representation H ∈ R𝑁×𝑇×ℎ
, where 𝑇 is the maxi-

mum timesteps of prediction and ℎ is hidden dimension. In addition,

positional embeddings of different timesteps are added toH, which

are then fed to the Transformer Encoder. While extracting infor-

mation for a certain timestep, Transformer Encoder enables the

feature extractor to adaptively learn dependencies from previous

timesteps. As a result, the extracted representation𝐺 𝑓 (X) contains
both feature and temporal dependencies information.

3.2.5 Feature selection. Finally, proper feature selection is also crit-

ical to make the spine WTOF model clinically feasible. In practice,

patients are less likely to be equally cooperative due to issues like

privacy and cost. To this end, we co-train an adaptive feature selec-

tor with DeepTOF to find the most important questions/indicators,

reducing the information needed for inference, and thus largely in-

crease the inference efficiency of DeepTOF. By modeling the feature

Input Data 𝐗 ∈ ℝ𝑵×𝒅

Linear Projection

H:,0,:0 H:,1,:1 T-1

Position 
Embeddings

Transformer Encoder

…

H ∈ ℝ𝑵×	𝑻×	𝒉

Representation 𝑹 ∈ 𝓡

H:,T-1,:

Figure 3: The Feature Extractor of DeepTOF, 𝐺 𝑓 : X → R

selector as a input mask layer 𝛾 , we optimize:

argmin

\, 𝛾

L(𝐹 (𝛾 ◦ X;\ ),Y)

subject to 𝛾 ∈ [0, 1]𝑑 ,
∥𝛾 ∥1
∥𝛾 ∥2

2

+max(0, |𝑀 − ∥𝛾 ∥1 |) = 1,

(10)

where𝑀 is the number of features to be retained, and "◦" denotes
the element-wise product operation. In the second constraint, the

first term
∥𝛾 ∥1
∥𝛾 ∥2

2

forces the mask vector 𝛾 : [𝛾1, 𝛾2, ..., 𝛾𝑑 ] to be sparse,
i.e., all components of 𝛾 to be close to 0 or 1, while the second term

motivates ∥𝛾 ∥1 → 𝑀 , i.e., only𝑀 components close to 1. Thereby,

we can get a binary feature selection mask code 𝛾 with length 𝑑 ,

where 𝛾𝑖 = 0/1 represents to drop/keep the 𝑖-th feature.

3.2.6 Objective function. Altogether, DeepTOF aims to minimize

the following objective function w.r.t. \ 𝑓 , \𝑦, \𝑠 , \𝜏 and \𝑡𝑒𝑎𝑐ℎ𝑒𝑟 :

O =L(𝐺𝑦 (𝐺 𝑓 (𝑋 ;\ 𝑓 );\𝑦),Y)+
L(𝐺𝜏 (𝑅_ (𝐺 𝑓 (𝑋 ;\ 𝑓 ));\𝜏 ),T)+ ▷Section 3.2.1

L(𝐺𝑠 (𝐺 𝑓 (𝑋 ;\ 𝑓 );\𝑠 ), S) +L(Ŷ, Ỹ)+ ▷Section 3.2.2

L(𝐹 (X;\ ), 𝐹𝑡𝑒𝑎𝑐ℎ𝑒𝑟 (X;\𝑡𝑒𝑎𝑐ℎ𝑒𝑟 )) . ▷Section 3.2.3

(11)
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Table 3: Comparison of all models’ predictive performance in terms of Bodily Pain (BP) and Physical Function (PF) with a
different number of features. Feature selector was co-trained with DeepTOF to select a different number of features (i.e.𝑀 is set
to 20, 30, 40, 50, 60 and 70, here, full represents 131 features). Using𝑀 features as input, the results show the comparison of all
models’ performance in terms of correlation. For each method, correlation scores averaged over surgical and nonoperative
treatment are reported (mean±std, higher is better). The reported performance is averaged over 10 independent runs. The best
results are highlighted in bold.

Correlation of Bodily Pain (BP) predictions with different number of input features𝑀

Method
Performance

𝑀=20 𝑀=30 𝑀=40 𝑀=50 𝑀=60 𝑀=70 Full

Lasso [55] 0.4204±0.021 0.4201±0.030 0.4280±0.023 0.4148±0.014 0.4365±0.022 0.4230±0.012 0.4188±0.012
SVR [3] 0.4085±0.013 0.4160±0.009 0.4056±0.007 0.4015±0.003 0.3956±0.001 0.4193±0.008 0.4145±0.007

K-NN [38] 0.4019±0.006 0.4127±0.003 0.4302±0.010 0.4067±0.012 0.4275±0.011 0.4133±0.009 0.4187±0.014
RandomForest [7] 0.4099±0.018 0.4167±0.005 0.4129±0.020 0.4031±0.008 0.4242±0.003 0.4047±0.012 0.4023±0.012
LightGBM [24] 0.4086±0.006 0.4093±0.004 0.4141±0.010 0.4080±0.004 0.4221±0.0120 0.4105±0.012 0.4059±0.020
ResNet [17] 0.4286±0.007 0.4376±0.002 0.4358±0.024 0.4320±0.002 0.4274±0.008 0.4233±0.013 0.4288±0.006
DeepTOF 0.4596±0.011 0.4459±0.021 0.4402±0.030 0.4595±0.004 0.4406±0.021 0.4469±0.024 0.4583±0.036

Correlation of Physical Function (PF) predictions with different number of input featuresM

Method
Performance

𝑀=20 𝑀=30 𝑀=40 𝑀=50 𝑀=60 𝑀=70 Full

Lasso [55] 0.4174±0.026 0.4283±0.016 0.4176±0.033 0.4132±0.017 0.4125±0.021 0.4213±0.015 0.4138±0.013
SVR [3] 0.4209±0.001 0.4216±0.013 0.4303±0.011 0.4228±0.017 0.4202±0.015 0.4142±0.020 0.4116±0.005

K-NN [38] 0.4067±0.015 0.4190±0.010 0.4213±0.007 0.4228±0.001 0.4308±0.026 0.4332±0.013 0.4290±0.013
RandomForest [7] 0.4118±0.013 0.4137±0.004 0.3981±0.018 0.4174±0.004 0.4059±0.022 0.4210±0.009 0.4124±0.005
LightGBM [24] 0.4063±0.014 0.4009±0.005 0.4033±0.004 0.4070±0.024 0.4179±0.010 0.3980±0.017 0.4076±0.008
ResNet [17] 0.4434±0.019 0.4543±0.015 0.4572±0.018 0.4650±0.005 0.4589±0.009 0.4503±0.005 0.4513±0.001
DeepTOF 0.4890±0.022 0.4944±0.004 0.4836±0.008 0.4921±0.003 0.4861±0.011 0.4869±0.016 0.4992±0.013

4 EXPERIMENT & ANALYSIS
In this section, we conduct experiments to evaluate the performance

of DeepTOF in real-world spine WTOF task. We also discuss the

importance of the selected features and the impact of patient charac-

teristics on the predictivemodel. Finally, the ablation study validates

the effectiveness of the proposed techniques (i.e., counter-factual

training, multi-task calibration, and semi-supervised learning).

4.1 Experimental Setup
4.1.1 Data settings. The format of the data collected by WTOF

system is consistent with the Spine Patient Outcomes Research Trial
(SPORT, funded by the NIH, supported by grant (U01-AR45444-01A1))
described in Section 3.1, where the inputs are all feature-based. And

thus it is easy for patients to fill out the input information online.

We first train DeepTOF by local real-world dataset SPORT and then

release DeepTOF on the Internet for use. We intend to use the data

collected by the spine WTOF system (we will protect patient pri-

vacy) to fine-tune DeepTOF. Due to the lack of data collected on the

Internet, we use the real-world SPORT dataset in our experiments

to validate the effectiveness of DeepTOF. The SPORT dataset con-

tains 2430 valid patient samples (of the total 2505 patients, 2430 had

at least one follow-up through eight years), each of which can be

defined as 𝑝𝑖 : (𝑥𝑖 , 𝑦𝑖 , 𝑠𝑖 , 𝜏𝑖 ). The input 𝑥𝑖 has 131 features, which
can be divided into 5 groups. Each group has the following num-

ber of features: i) Basic information: 13; ii) Self evaluation: 8; iii)

Symptom: 34; iv) Previous treatment: 46; v) Health condition: 30.

Since in SPORT, the outcomes are measured yearly out to 8 years

after diagnosis, DeepTOF makes predictions annually with a total

time step T=8. Therefore, the output label 𝑦𝑖 and SF-36 score 𝑠𝑖

can be rewritten as 𝑦𝑖 ∈ R2×2×8 and 𝑠𝑖 ∈ R2×36×8. The statistic of
missing values in dataset is as follows: i) Input features: 10.0%; ii)

Output label: 64.4%; iii) SF-36 score: 65.1%
4
. We utilize three-fold

cross-validation to obtain reliable and stable evaluations. To reduce

the effect of randomness, the reported performance is averaged

over 10 independent runs.

4.1.2 Experimental details. For the Transformer Encoder compo-

nent of feature extractor, the number of layers is set to 6, hidden

dimension is set to 128, the activation function in each layer is

Leaky ReLU and the number of heads in the multiheadattention

models is set to 8. The target of the model prediction is a subjective

health status score that is self-reported by the patients. Many stud-

ies have shown that self-reporting is not always reliable [14, 25, 52].

It may be challenging to measure model performance by directly

evaluating prediction accuracy. However, an individual’s subjective

sensations may alter as his body’s actual state of health does, which

shows that the trend of the outcome from time to time is significant.

As a consequence, we evaluate the prediction performance on the

correlation between predictions and output labels. Here, we adopt

the Pearson Correlation Coefficient as our evaluation metric. A

higher correlation represents a better prediction. Collecting a large

number of features indeed requires many human efforts that may

cause a big burden on both doctors and patients. To ease the burden,

we introduce a feature selector (described in Section 3.2.5). Here

the number of features to be retained (𝑀) is set to 20, 30, 40, 50, 60

and 70, i.e. feature selector is co-trained with DeepTOF to select the

𝑀 most important features. Then these selected features are used

as input to re-train DeepTOF.

4
Note that, if there exists missing SF-36 score, Eq. 6 will be adjusted to compute the

mean of all available scores.
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4.2 Experimental Results & Analysis
4.2.1 Baselines Compared. A few research efforts [35, 42, 43] have

been tried to adopt machine-learningmethods for spine disease TOF

(Section 2.1). Here we adopt five popular conventional machine-

learning algorithms as our baseline models. To our best knowledge,

we are the first to design a unified end-to-end deep learning frame-

work for spine WTOF. In order to fully illustrate the contribution of

DeepTOF, we also compare it against the ResNet [17]. The ResNet is a

deep learning architecture, which has been widely used in a variety

of tasks for its capability of learning discriminative representations

from complex data. The baseline models are as follows: Lasso [55],

SVR [3], K-NN [38], RandomForest [7], LightGBM [24] and

ResNet [17] (please refer to the Appx. A).

Note that the conventional machine-learning algorithms (i.e.

Lasso, SVR, K-NN, RandomForest and LightGBM) are not naturally

designed to handle multi-target prediction, thus we adopt separate

modelling to implement them for multi-treatment continuous spine

TOF. Specifically, for each of them, we train a model for each of

the 32 dimensions of the output label space Y : R2×2×8, each of

which represents the value of BP or PF in a certain year under a

certain treatment. Meanwhile, we adopt a 6-layer neural network

ResNet, and hidden dimension is set to 128. All hyper-parameters of

baselines are carefully tuned to achieve their optimal performance.

4.2.2 Main Results. We compare the performance of DeepTOF and

baseline methods with a different number of features, which are

reported in Table 3. We can observe that DeepTOF outperforms

all baseline methods in all settings, which reveals the benefit of

using DeepTOF. One may note that correlation of PF is higher than

BP in most cases. We argue that Bodily Pain (BP) is difficult to

describe during a questionnaire survey, and it may be difficult

for the patients to accurately give the value of BP. To show the

individual treatment outcome forecasting, among 2430 samples,

we choose two representative patients and predict their outcomes

after taking different treatments, which are shown in Figure 4.

In terms of prediction value, surgical treatment effect is better

than nonoperative treatment for patient 1. However, for patient

2, nonoperative treatment effect is better than surgical treatment

effect in long run (8 years). This also corresponds to the studies

of [31, 32] that some spine patients can self-heal over time with

nonoperative treatment. Furthermore, we also provide additional

results on simulated data in our repository
5
.
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Figure 4: Individual treatment outcome forecasting for two
patients in the next 8 years (higher score is better).

5
https://github.com/HangtingYe/DeepTOF.

4.2.3 Validating Counter-factual Training. Furthermore, to verify

whether DeepTOF can obtaine unbiased data representations, we

show the T-SNE embeddings of original patient data and represen-

tations learned by DeepTOF in Figure 5. As shown in Figure 5(a),

the data distribution varies across different treatment subgroups,

while Figure 5(b) shows that with counter-factual training, DeepTOF
removes treatment-related information in the extracted representa-

tions, i.e., capable of learning treatment-agnostic representations.

surgical
nonoperative

(a) Original patient representations

surgical
nonoperative

(b) Treatment-agnostic representations

Figure 5: T-SNE embeddings of original patient data and
treatment-agnostic representations. Notice that each patient
is naturally assigned one treatment (surgical or nonoperative
treatment) in original dataset.

Table 4: Explanation of selected features.

Group Feature Explanation

Basic information

dx type of spine disease

age

gender

racenew_4grp race

educ education level

bmi body mass index

smoke smoking habit

income2 income

work4grp2 working time

insurance insurance type

Self evaluation

WorkLift importance of ability to lift heavy objects

GuessSSU expectation for surgical treatment

GuessSNO expectation for nonoperative treatment

Episode fixd duration of symptoms

Symptom

SLR straight leg raise test

HernLoc2 herniation location

HernTyp herniation type

Health condition

pf (enrollment) physical functioning score

hp general health score

satis satisfaction with symptoms

4.2.4 Feature Analysis. We conduct feature analysis to verify the

impact of feature selector in DeepTOF. First, to demonstrate the

influence of feature selection on prediction performance, we test

DeepTOF and baseline models with a different number of features,

which is reported in Table 3. We find that DeepTOF’s performance

has not been compromised while the workload has been drasti-

cally reduced, which indicates that the original feature set contains

significant information redundancy, and our feature selection strat-

egy is extremely effective. In order to further analyze the selected

features, we use the retained 20 features for analysis (i.e. 𝑀 is set

to 20). According to the taxonomy in Section 4.1, the selected 20
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Figure 6: Data analysis and statistic

features are from 4 groups: i) Basic information; ii) Self evaluation;

iii) Symptom; iv) Health condition. Please see Table 4 for more

detailed information.

The majority of the 20 features are consistent with human intu-

ition and should be retained. The most basic features (e.g. type of
spine disease, age and gender) and health condition information (e.g.

general health score (hp)) are selected because they are important

indicators of patient’s condition and health status. WorkLift (see
group Self evaluation) is related to the health of spine. [11] con-

cluded that the erector spine muscles get fatigued with repeated

lifting, and then affect the lumbar spine. Additionally, the study

of [28] showed that straight leg raise test (SLR) (see group Symptom)

can be used as a screen of lumbar spine related symptoms, [30]

indicated that failure to diagnose and precisely localize herniations

can affect surgical treatment, thus it is essential to collect features

in group Symptom (i.e. SLR, HernLoc2 and HernTyp) for describing
patients’ condition.

Furthermore, a few selected features (e.g. smoke, insurance) are
of interest. They are not necessarily intuitive as related to the spine,

but they are worth considering. Prior studies [22] demonstrated

that smokers are more likely to experience pseudarthrosis and

postoperative infection after surgery in lumbar spines. Therefore,

smoking information can be used to better forecasting post-surgery

recovery. Insurance is a feature that is sometimes ignored but is quite

important. Lack of insurance may create perverse incentives. [53]

indicated that insurance status is associated with the accessibility

and quality of health care.

4.2.5 Performance Analysis. To further show the performance of

our model on different aspects, we report the predicted results (cor-

relation averaged over BP and PF) on gender, races and education

level in Figure 6(a). The distribution of dataset on the corresponding

features is shown in Figure 6(b). As can be seen from the Figure 6(a),

there is a small difference of correlation between female and male,

which shows the fairness of our model. We can find that the pre-

diction varies between different races. This may be due to the fact

that the dataset contains different proportions of different races

(shown in Figure 6(b)). Meanwhile, the results have prompted us to

Table 5: Ablation results. Here, C = counter-factual training,
M =multi-task calibration, S = semi-supervised learning. The
results show the relative change in terms of correlation of
the ablated DeepTOF compared to the full DeepTOF.

Variants BP PF

DeepTOF 0.4596 0.4890

DeepTOF w/o C -0.0215 -0.0246

DeepTOF w/o M -0.0294 -0.0118

DeepTOF w/o S -0.0188 -0.0147

DeepTOF w/o M,S -0.0290 -0.0294

DeepTOF w/o C,S -0.0222 -0.0041

DeepTOF w/o C,M -0.0225 -0.0281

DeepTOF w/o C,M,S -0.0280 -0.0365

consider whether there are differences in clinical manifestations

between races. If possible, researchers could conduct research to

study the effect of race on outcomes in spine patients undergo-

ing different treatments. Additionally, the performance also varies

on different education levels. The results show that patients with

higher education level may obtain more accurate predictive results.

Previous medical research [51] indicated that a high education level

can influence positively on alleviation of symptoms. Patients with

a good education may have better psychological mechanisms to

cope with treatment and postoperative symptoms positively.

4.2.6 Ablation Study. Since DeepTOF model adopts several essen-

tial techniques (i.e. counter-factual training, multi-task calibration,

semi-supervised learning), we conduct ablation study to analyze

the contributions of different techniques by considering 7 variants.

Let C, M, S denote counter-factual training, multi-task calibration

and semi-supervised learning respectively. The results are reported

in Table 5. From this table, we can find that the removal of any

of the components degrades the performance of DeepTOF, which
demonstrated the effectiveness of our framework.

5 CONCLUSION
In this paper, we presented the unique challenges (i.e. data selection

bias, noisy supervision and patient noncompliance) in web-based

spine treatment outcome forecasting task, which need to be solved

to support clinical decision-making. To handle these challenges,

we proposed DeepTOF, a novel end-to-end deep learning model.

Several novel techniques (i.e. counter-factual training, multi-task

calibration and semi-supervised learning) for this specific task were

adopted in DeepTOF. Additionally, an adaptive feature selector effec-
tively selected the most important features to reduce the workload

for patients and clinicians. The empirical results on Spine Patient
Outcomes Research Trial (SPORT) dataset demonstrated the effec-

tiveness of using DeepTOF framework in spine WTOF task. The

proposed DeepTOF could bring great benefits to the rehabilitation

of spine patients. Our work can shed some light on developing

better algorithms for similar tasks.
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A APPENDIX
A.1 Baseline models
The baseline models are as follows:

• Lasso [55]: The Lasso is a linear model that estimates sparse

coefficients. It tends to prefer solutions with fewer non-zero

coefficients, effectively reducing the number of features.

• SVR [3]: SVR is a regressor version of Support Vector Classifica-

tion. Samples whose predictions are close to their targets will be

ignored by cost function during training.

• K-NN [38]: K-NN is a regressor based on K-nearest neighbors.

The prediction of a sample is computed based on the mean of the

labels of its nearest K neighbors in the training set.

• RandomForest [7]: Random forest consists of a number of de-

cision trees which are fitted on various subsets and sub-spaces

of the dataset. It uses average results of the decision trees to

improve predictive accuracy.

• LightGBM [24]: LightGBM is a gradient boosting [46] frame-

work that uses tree based learning algorithms.

• ResNet [17]: A residual neural network (ResNet) is an artificial

neural network (ANN). Typical ResNet models are implemented

with double- or triple- layer skips that contain nonlinearities

(ReLU) and batch normalization in between.

A.2 Regarding the internet portal
We would like to provide a more concise and clearer description of

our data sources and future goals:

(i) Data source for our current setting:
• We collected self-reported scores on the Short Form-36 (SF-36)

for each patient, which is a widely-used generic health survey

with 36 questions. It also comes with detailed instructions to

help patients understand the questionnaire and give a more ac-

curate self-assessment. The format of the 36 questions can be

found at https://www.mdapp.co/sf-36-score-short-form-health-

survey-calculator-521/. As an example, one question from the

SF-36 questionnaire is "Did you feel tired?", with answer options

ranging from: 1) all of the time; 2) most of the time; 3) a good bit

of the time; 4) some of the time; 5) a little of the time; 6) none of

the time. Since SF-36 is a structured, self-reported questionnaire

that takes around 10 minutes to complete, SF-36 scores could be

collected from the internet portal.

• For each question, we mapped each answer to a score ranging

from 0-100, making it compatible with our multi-task calibration

model.

(ii) For future goals:
In the future, our aim is to collect other features that can be

easily self-reported online through questionnaires, in addition to

SF-36 scores. The questionnaire format will be similar to that of

the SF-36. Take the selected 20 features by feature selector as an

example (shown in Table 4 in original paper). Among them, features

which can be answered without clinical experience (e.g. dx, age,

gender, smoke, etc.) will be collected through online questionnaires.

Our goal is to utilize web technology to assist physicians in making

decisions rather than providing direct decisions. With the collected

data from the website, we could (1) further fine-tune our model,

and then (2) utilize it to assist in early diagnosis decision making

(please refer to original paper in Section Preliminaries.Application

Scenarios).
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