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Abstract—Federated Learning in asynchronous mode (AFL)
is attracting much attention from both industry and academia
to build intelligent cores for various Internet of Things (IoT)
systems and services by harnessing sensitive data and idle
computing resources dispersed at massive IoT devices in a
privacy-preserving and interaction-unblocking manner. Since
AFL is still in its infancy, it encounters three challenges that
need to be resolved jointly, namely: 1) how to rationally utilize
AFL clients, whose local data grow gradually, to avoid over-
learning issues; 2) how to properly manage the client-server
interaction with both communication cost reduced and model
performance improved; and finally, 3) how to effectively and
efficiently aggregate heterogeneous parameters received at the
server to build a global model. To fill the gap, this article pro-
poses a triple-step asynchronous federated learning mechanism
(TrisaFed), which can: 1) activate clients with rich information
according to an informative client activating strategy (ICA);
2) optimize the client–server interaction by a multiphase layer
updating strategy (MLU); and 3) enhance the model aggregation
function by a temporal weight fading strategy (TWF), and an
informative weight enhancing strategy (IWE). Moreover, based
on four standard data sets, TrisaFed is evaluated. As shown by
the result, compared with four state-of-the-art baselines, TrisaFed
can not only dramatically reduce the communication cost by over
80% but also can significantly improve the learning performance
in terms of model accuracy and training speed by over 8% and
70%, respectively.

Index Terms—Aggregation enhancement, asynchronous feder-
ated learning (AFL), client activation, federated learning (FL),
interaction optimization.

I. INTRODUCTION

W ITH the rapid development of the Internet of Things
(IoT), a versatile network can be created by connecting
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substantial devices in various domains, e.g., transportation [1],
healthcare [2], governance [3], environment [4], etc., to sup-
port the sensing of diverse data, the mining of valuable insights
and, in turn, the lifting of service quality [5], [6]. Along with
this trend, the data processing paradigm starts shifting from
centralized data integration to decentralized parameter aggre-
gation, since more data silos restricted by data security and
user privacy are emerging, especially at IoT edges, preventing
the sharing and exchanging of sensitive data [7]. As a result,
the centralized learning approach may become inefficient and
ineffective in harnessing these silos to build the intelligent core
of IoT.

As a novel solution, federated learning (FL) is proposed
to train a global model by utilizing local data and comput-
ing resources of learning participants in a collaborative and
privacy-preserving way [8], and starts to be used in many
fields to support domain-specific tasks, e.g., in smart home to
learn user behaviors [9]; in personal application to assist key-
board inputting [10]; in smart manufacturing to detect product
defects [11]; in open banking to perform fraud detection [12];
in digital healthcare to predict hospitalization rate [13], etc.
Moreover, FL can also be categorized into two forms accord-
ing to its working mode, namely: 1) the synchronous FL
(SFL), which requires all participants to have the same pace
and 2) the asynchronous FL (AFL), which enables its partici-
pants to work separately [14], [15]. While comparing the two
forms, AFL is more critical and suitable for ubiquitous IoT
systems and services, as it is more efficient and effective to
support devices, whose capability and availability may change
over time and space [16].

In general, compared with SFL, AFL is still in its infancy,
and several challenges are emerging. First, it is challenging
to resolve the overlearning issue in the context that local data
accumulated vary among learning participants in the 4V char-
acteristics, i.e., volume, velocity, variety, and value [17], [18].
Moreover, the communication resource of an IoT device is
shared among various services and may become scarce for
AFL. Hence, it is critical to optimize network usage without
compromising the overall learning performance [19]. Finally,
the importance of locally trained models may vary among
each other and shall be adequately measured on the server
to support model aggregation efficiently and effectively [20].

Accordingly, several solutions are proposed: 1) to improve
model accuracy by measuring the diversity of local resources
and the heterogeneity of local models and 2) to save
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communication cost by reducing the package size and data
uploading frequency [19], [21], [22]. However, there is a
dilemma in improving the accuracy growth and saving the
communication cost [23]. As an initial attempt to solve it,
a temporally weighted aggregation strategy and a layerwise
model update strategy are designed and used jointly to improve
both model accuracy and training time [19]. However, a
mechanism that can: 1) tackle the overlearning issue by acti-
vating clients with appropriate data; 2) reduce communication
cost by optimizing the client–server interaction pattern; and
3) enhance model aggregation by addressing the heterogeneity
of local models is still missing.

To fill the gap, this article presents a triple-step AFL mech-
anism (TrisaFed), which can address the above challenges in
three consecutive steps, as follows.

Step 1) Client Activation: It selects clients, whose sens-
ing data grow gradually, from an AFL cluster
according to an informative client activating strat-
egy (ICA), which enables top-k participants with
rich information based on an index sorted by a
self-relative entropy (SRE).

Step 2) Communication Optimization: It simplifies the
client–server interaction in learning deep neural
networks (DNNs) according to a multiphase layer
updating strategy (MLU), which optimizes the
update frequency of shallow and deep layers.

Step 3) Aggregation Enhancement: It handles local param-
eters according to two weighted strategies, namely,
a temporal weight fading strategy (TWF), which
aggregates local parameters with a fading weight
subject to their created time, and an informa-
tive weight enhancing strategy (IWE), which lifts
local parameters encoded with rich information by
weights measured by the label number (LN) or
information entropy (IE).

Moreover, compared with conventional AFL studies,
TrisaFed has the following strengths.

1) It can support a more realistic scenario, where the local
data can be sensed and accumulated gradually along
with model training, e.g., new data will continuously
appear before data integrity is reached [18].

2) It can achieve the state-of-the-art performance in terms
of communication cost, model accuracy, and learn-
ing speed against four baselines (i.e., FedAvg [8],
FedProx [24], FedAsync [20], and ASO-Fed [18]) as
evaluated by using four standard data sets.

The remainder of this article is organized as follows.
Section II summarizes the related work and then the proposed
mechanism is presented and tested in Sections III and IV,
respectively. Finally, Section V concludes the work and
sketches the future research directions.

II. RELATED WORK

In general, as shown in Fig. 1, AFL consists of two entities,
namely: 1) clients, each of which owns data to train its local
model separately and 2) a server, which controls the learning
process to build a global model [20]. Moreover, it contains

Fig. 1. Overview of AFL.

three working stages, namely: 1) a local training stage, in
which a set of potential clients is activated as learning partic-
ipants to train their local models; 2) a parameter exchanging
stage, in which related learning parameters are exchanged
between the activated clients and the server through secured
connections (based on 5G, Wi-Fi, etc.); and 3) a global train-
ing stage, in which the server updates the global model by
aggregating currently or previously received, but unused local
parameters [15]. Note that in AFL, a communication round
starts when the clients are selected to train their local models
and ends when predefined conditions are reached, e.g., when
the server receives a certain number of updates [20].

In general, while training a global model, AFL may
encounter three critical challenges, as follows.

C1) Client Activation in Local Training: How to avoid the
overlearning issue by selecting learning participants
with appropriate data.

C2) Interaction Optimization in Parameter Exchanging:
How to reduce communication cost by optimizing the
client–server interaction.

C3) Aggregation Enhancement in Global Training: How
to boost model performance by enhancing the aggre-
gation process.

To solve these challenges, several solutions are proposed
and, accordingly, summarized in the following sections.

A. Solutions About Client Activation

Since AFL in the ubiquitous IoT is commonly supported by
various devices, it is challenging to select an appropriate set
of clients to train the global model with the overlearning issue
addressed. To tackle such a challenge, several client activation
strategies are proposed by considering the diversity of local
resources. Specifically, in the beginning, strategies by using a
single attribute to measure the diversity are studied, e.g., the
one (called TiFL) using training time per round to categorize
and select clients with similar performance [25]; and the one
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TABLE I
OVERALL EVALUATION OF REVIEWED SOLUTIONS

(• SUPPORTED© NOT SUPPORTED)

using test accuracy in an online stateful FL heuristic to choose
the best candidate clients [26].

Furthermore, strategies by utilizing more than one criterion
to represent the diversity are designed, e.g., a participant selec-
tion algorithm called Oort, which proposes a concept of client
utility calculated based on local training speed and accuracy
growth [27]; an FL client activating framework, which mea-
sures local computing and communicating conditions at the
same time [28]; a multicriteria-based client selection approach
named FedMCCS, which considers not only communica-
tion overhead but also imbalanced data distribution [29]; and
a resource management algorithm, which estimates energy
consumption and communication latency jointly [30].

B. Solutions About Interaction Optimization

Since AFL works in a distributed environment, an efficient
and effective interaction among clients and collaborators is
required to reduce the consumption of limited communica-
tion resources at the edges. In general, three approaches, i.e.,
the update compression, the frequency reduction, and the pat-
tern optimization [19], [22], are widely discussed. Specifically,
the first two approaches can save the cost by minimizing the
amount of data to be transmitted [31], [32]. However, they may
cause side effects on the performance of the global model.

In contrast, the last approach can not only avoid side-effects
with useful information preserved but also reduce network traf-
fic with training performance improved, e.g., based on the fact
that: 1) the shallow and deep layers of DNNs learn general and
ad hoc features, respectively, and 2) shallow layers are more
crucial, but with fewer parameters than deep layers [36], a
layerwise asynchronous model update strategy is designed to

optimize the interaction by reducing the update frequency of
deep layers [19].

C. Solutions About Aggregation Enhancement

Since the importance of local parameters may vary among
each other, various weighting strategies are proposed to
address such a heterogeneity for a performance boost during
the aggregation of local models, e.g., based on the assump-
tion that up-to-date parameters may be superior, a temporally
weighted strategy is designed to merge parameters with a
weight derived from the difference between their created and
received time [19]; based on the observation that a frequent
aggregation on parameters from clients with shorter per-round
response latency may make the global model biased, heuris-
tic weights are used to steer and balance the training across
clients [22].

Moreover, since parameters learned from local data may
vary in the richness of information, some solutions are stud-
ied to process them distinctively, e.g.: 1) a selection-driven
strategy is implemented to train the global model by choosing
“fine” local parameters [34]; 2) an attention-based strategy is
designed to reduce model bias by optimizing the aggregation
weight [35]; and 3) a mutual information (MI)-driven mecha-
nism is proposed to avoid the overtraining on duplicated data
by monitoring the consistency of training direction [33].

D. Summary

The abilities of related solutions to address issues in the
three stages are evaluated as shown in Table I. It shows that
a mechanism that can address obstacles in the three stages
simultaneously is still undiscussed, specifically to: 1) stabilize
and boost the learning growth by selecting learning partici-
pants with appropriate data; 2) reduce the communication cost
but without damaging the model performance by optimizing
client–server interactions; and 3) aggregate local parameters by
jointly weighing on their temporal and informative attributes
to train a global model. To fill the gap, this article presents
TrisaFed, which can train DNNs with both the communication
cost reduced and model performance improved.

III. TRISAFED: TRIPLE-STEP AFL MECHANISM

As illustrated in Fig. 2, TrisaFed consists of three consecu-
tive steps, namely: 1) the client activation step to select learn-
ing participants by measuring information changes according
to an ICA; 2) the interaction optimization step to initialize
the communication pattern according to an MLU; and 3) the
aggregation enhancement step to update the global model
according to two weighted strategies, i.e., a TWF and an
IWE. For the sake of readability, the abbreviations and nota-
tions used in TrisaFed are summarized in Tables II and III,
respectively.

A. Client Activation

As shown in Fig. 2(a), this step consists of three phases,
namely: 1) a sensing phase to accumulate data in each client;
2) an activating phase to select clients with sufficient new
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Fig. 2. Overall workflow of TrisaFed in a communication round: a) client activation to select participants according to an ICA; b) interaction optimization to
support the client–server communication according to an MLU; and c) aggregation enhancement to aggregate local parameters by using a TWF, or an IWE,
or both of them.

TABLE II
ABBREVIATIONS USED IN TRISAFED

information; and 3) an acting phase to start the local training in
selected clients. It is worth noting that if a client is not selected,
it will continue to sense data and wait for the activation in
future rounds.

To support the selection of clients, an ICA is designed
by using a SRE as the activation criteria. Specifically, SRE
is designed based on relative entropy or Kullback–Leibler
Divergence to measure the self-information change as defined
in (1), where Dk,t−1 and Dk,t are the two data sets of a client
k in the tth and (t − 1)th round; pi,t and pi,t−1 are the per-
centage of the ith class in Dk,t and Dk,t−1, respectively; ln is
the total number of labels; and c is a constant (default value
1) introduced to avoid the generation of the infinite value

SREk,t
(
Dk,t||Dk,t−1

) =
ln∑

i=1

(

pi,t × log2
(
pi,t + c

)

log2
(
pi,t−1 + c

)

)

. (1)

In general, a higher SRE indicates that the current data set is
more different from the previous one. Hence, the use of clients
with a higher SRE can help avoid overlearning issues, e.g.,

TABLE III
NOTATIONS USED IN TRISAFED

caused by tragglers (which may lead the model to be trained on
similar data sets repeatedly). Accordingly, ICA(α) is designed
to select participants based on (2), where K0 denotes the total
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number of available clients; CAIk,t is the normalized client
activation index of the kth client in the tth round; topk0(·)
selects the Top−k0 clients from the set {CAIk,t : k ∈ K0}; nk,t

and n̂t are the data size of the kth client, and all K0 clients in
the tth round, respectively; CAIk,t denotes the original index
of the kth client measured by SREk,t, and CAIt is its sum; and
finally, α is a hyperparameter, called the activating fraction,
and k0 = α × K0

ICA(α) = Topk0
({

CAIk,t : k ∈ K0
}
, a
)

⎧
⎪⎨

⎪⎩

CAIk,t = nk,t
n̂t
× CAIk,t

CAIt

CAIt =∑K0
k=1 CAIk,t

CAIk,t = eSREk,t .

(2)

In summary, by adjusting α, the mechanism can activate
a set of clients with sufficient new information to avoid the
overlearning issue. As for the performance of ICA, it is tested
in Section IV-B.

B. Interaction Optimization

In the asynchronous environment, as shown in Fig. 2(b), the
sending and receiving behaviors of AFL clients and the server
are unbounded. Therefore, there are three possible conditions,
namely: 1) the unknown failure, in which data packages are
lost (no contributions of corresponding clients can be made
to the global model); 2) the on-time success, in which local
parameters are received within a default waiting time in the tth
communication round, and will be used in the current round
for model aggregation; and 3) the delayed success, in which,
the parameters are received after the default waiting time and
will be used in the nearest round.

To reduce the consumption of local resources by optimiz-
ing the client–server interaction, an MLU is introduced, which
differentiates the update frequency of shallow and deep lay-
ers of DNNs. Specifically, MLU, denoted as MLU(M, m, n),
divides the total M communication rounds into (M/m) phases.
Moreover, within each phase, deep layers only update in the
last n rounds to learn ad hoc features periodically, while shal-
low layers update in all m rounds to learn general features
consistently.

Besides the saving on computation resources by training
models with fewer layers to be updated, MLU can reduce
the communication cost of ([M × n× d]/m), where d is the
parameter size of deep layers. Moreover, fringe benefits can be
gained by configuring m and n as evaluated in Section IV-C.

C. Aggregation Enhancement

As shown in Fig. 2(c), to work with MLU(M, m, n), there
are two kinds of aggregation modes, namely: 1) the solo update
of shallow layers when the current round falls into 1 to m− n
rounds of an MLU phase and 2) the joint update of shallow
and deep layers when the current round belongs to the last n
rounds of an MLU phase.

Moreover, regardless of the aggregation modes, the AFL
server will process two kinds of local parameters in a com-
munication round, namely: 1) the one generated in previous
communication rounds and unused until now and 2) the one

received in the current round. Accordingly, two weighted
strategies, namely, a TWF and an IWE, are designed and
implemented to aggregate local parameters.

1) TWF: It is defined by (3), where K is the total number of
success participants, whose parameters are to be aggregated in
the tth communication round; nt is the data size of all clients;
TWk,t is the normalized temporal weight of the kth client in
the tth round; TWk,t is the original weight, whose sum is TWt;
and rk denotes the round when the parameter of the kth client
is generated

TWk,t = TWk,t

TWt⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

TWk,t = nk,t
nt
× f (t,k)

f (t)

TWt =∑K
k=1 TWk,t

f (t, k) = ( e
2

)−(t−rk)

f (t) =∑K
k=1 f (t, k).

(3)

2) IWE: It is defined by (4), where IE(Dk,t) is the IE of
a local data set Dk,t; pi is the percentage of the ith class in
Dk,t; LN(Dk,t) calculate the total LN in Dk,t; Li, which is a
boolean value, stands for the presence of the ith label; IWk,t

is the normalized informative weight of the kth client in the
tth round; IWk,t is the original weight, which is measured by
either IE(Dk,t) or LN(Dk,t), and IWt is its sum

IWk,t = nk,t

nt
× IWk,t

IWt⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

IWt =∑K
k=1 IWk,t

IWk,t =
{

IE
(
Dk,t

)
, if IE is used

LN(Dk,t), otherwise
IE
(
Dk,t

) = −∑ln
i=1

(
pi × log2 pi

)

LN
(
Dk,t

) =∑ln
i=1 Li.

(4)

In summary, TWF can aggregate parameters of clients based
on a normalized weight, whose value decreases according to
the temporal difference between the generated and received
time of the parameter. Moreover, IWE with LN or IE can lift
the weight of related parameters according to their richness
of information. Finally, the usage of TWF and IWE-LN/IE
can significantly enhance the learning performance, which is
analyzed in Section IV-D.

D. Integration of the Four Strategies

TrisaFed consists of the four proposed strategies, namely:
1) ICA in client activation; 2) MLU in interaction
optimization; and 3) TWF; and 4) IWE in aggregation
enhancement. It is worth noting that TrisaFed can use the
four strategies: 1) individually to improve the corresponding
step or 2) jointly to achieve the maximum savings in resource
consumption and improvements in learning a federated model.

While using them jointly, ICA and MLU are two initial-
ization strategies, namely: 1) ICA(α) defines the activating
proportion of AFL clients in each communication round and
2) MLU(M, m, n) configures the update frequency of shallow
and deep layers. Moreover, TWF and IWE with IE or LN are
two runtime strategies to aggregate local parameters with a
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Algorithm 1 TrisaFed at the Clients
Initialization: ICA(α) and MLU(M, m, n) are defined.
a. Activating clients according to ICA(α) in each
communication round;
b. In total M rounds, there are M

m phases;
In each phase:
1) Shallow layers are updated in all m rounds;
2) Deep layers are updated at the last n rounds.

1: for each client k ∈ K0 in parallel do
2: ICAk is calculated
3: nk,t ← |Dk,t| � get the data size of Dk,t

4: end for
5: Transmiting ICAk and nk,t to the server
6: The local training starts if selected, otherwise break
7: IWk is calculated by IE(Dk,t) or LN(Dk,t)

8: rk ← the timestamp of current round
9: Local model ωk is trained by using local data

10: Transmiting local parameters consisting of ωk, IWk and rk

to the server

Algorithm 2 TrisaFed at the Server
1: Receiving ICAk and nk,t in an AFL round t
2: Activating top− k0 clients � k0 = α × K0
3: Receiving local parameters and

starting the aggregation after a default waiting time
4: Calculating TW and IW according to TWF and IWE
5: Calculating the normalized weight TW_IWk,t
6: if 1 ≤ t%m ≤ m− n then � Aggregation mode 1
7: Updating the global model

ωt+1 ←∑K
k=1(TW_IWk,t × ωs

k) + ωd
t

� ωs shallow layers, and ωd deep layers
8: else if m− n < t%m ≤ m then � Aggregation mode 2
9: Updating the global model

ωt+1 ←∑K
k=1(TW_IWk,t × ωk)

10: end if

normalized weight TW_IWk,t as defined in the following:

TW_IWk,t = nk,t

nt
× TWk,t × IWk,t

TWt × IWt
. (5)

Moreover, TrisaFed needs to be deployed at both the client
and server sides, as follows.

1) TrisaFed at the Clients: As shown in Algorithm 1,
first, all AFL clients are initialized by ICA(α) and
MLU(M, m, n). Note that the hyperparameters in terms
of α, M, m, and n are configured according to the
training command received from the server. Second,
according to ICA, clients are activated to start the local
training concurrently. Finally, in each activated client,
local parameters are learned and transmitted to the
server.

2) TrisaFed at the Server: As shown in Algorithm 2, first,
the server will activate top−k0 clients, and in the mean-
while, wait for local updates from the clients. Second,
when the aggregation is triggered, i.e., by a default timer,
the normalized weight TW_IWk,t is calculated. Finally,

by using the normalized weight, the global model is
updated in two modes to merge only the shallow layers
or both the shallow and deep layers.

As the above algorithms run in parallel, it can simplify the
computational complexity (CC) of ICA, MLU, TWF, and IWE
in a communication round, specifically:

1) O(nmax) for ICA: since each client can scan its local data
simultaneously, the CC of ICA is reduced to O(nmax),
where nmax is the maximum size of local data among
all available AFL clients;

2) O(1) for MLU: the application of MLU requires a simple
conditional check to determine whether to upload deep
layers, therefore, its CC is O(1);

3) O(K) for TWF: since the calculation of temporal weights
happens at the server side, and it needs to scan all local
parameters to be processed, the CC of TWF is O(K),
where K is the number of participants in a round;

4) O(max(nmax, K)) for IWE: IWE calculates the informa-
tive weight by scanning not only the local data on the
client side but also the parameters to be aggregated on
the server side, hence, its CC is O(max(nmax, K)).

Finally, as the TrisaFed implements a sequential integration
of ICA, MLU, TWF, and IWE, the overall CC of TrisaFed is
O(max(nmax, K)) (which is linear). Particularly, when decom-
posing it into the client and server: 1) the CC of TrisaFed
on the client side is O(nmax), which is lower than the CC of
training DNNs (i.e., which can be polynomial) and 2) the CC
of TrisaFed on the server side is O(K), which is similar to
the conventional aggregation function (merging all the local
updates received in a round). Even though the application of
TrisaFed needs additional local parameters to be calculated
and transmitted, it consumes relatively low computation and
communication resources. In turn, it is cost efficient for AFL.

In summary, TrisaFed can address the issue of overlearn-
ing, optimize the interaction between the server and clients,
and enhance the performance of the global model by using
four dedicated strategies. As for the overall performance of
TrisaFed, it is analyzed in Section IV-E.

IV. PERFORMANCE EVALUATION

The performance of the proposed mechanism is evalu-
ated in four groups, namely: 1) “Activation” group, in which
the configuration of α in ICA is analyzed; 2) “Interaction”
group, in which the effects of m and n of MLU are tested;
3) “Aggregation” group, in which TWF and IWE with IE or
LN are compared; and finally, 4) “Integration” group, in which
the ultimate performance of TrisaFed is revealed.

A. Common Settings

First, four standard data sets, i.e., Fashion-MNIST1

(FMNIST), Large-scale CelebFaces Attributes Data set2

(CelebA), CIFAR-10,3 and German Traffic Signs Data set4

(GermanTS), are used to train a model with two CNN layers

1https://github.com/zalandoresearch/fashion-mnist
2http://mmlab.i.e.,cuhk.edu.hk/projects/CelebA.html
3https://www.cs.toronto.edu/ kriz/cifar.html
4https://bitbucket.org/jadslim/german-traffic-signs
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TABLE IV
SUMMARY OF DATA SETS AND MODELS TO BE TRAINED

TABLE V
PARAMETERS USED TO ASSIGN DATA DYNAMICALLY

TABLE VI
ESTIMATED UNIT COST OF COMMUNICATION

and one fully connected layer. Table IV summarizes the four
data sets and their models to be trained. Note that the model
has the same structure adopted from [19].

Second, to mimic how the data are sensed gradually by var-
ious IoT devices in the real world, a dynamic data assignment

process is designed according to the parameters defined in
Table V. Specifically, data from the training sets of FMNIST,
CelebA, CIFAR10, and GermanTS are assigned to the clients
with global constraints on data volume and LN as represented
by A and L. Under these constraints, the local data set of each
client grows with: 1) an initial proportion I of the standard data
set and 2) a dynamic rate, which is either R1 or R2. Note that
the parameters are designed according to [18] and [19], and
testing data sets of the four standard data sets are untouched
and used only for performance testing.

Third, as for the performance baseline, it uses four state-of-
the-art methods, i.e., FedAvg [8], FedProx [24], FedAsync [20]
and ASO-Fed [18].

Finally, as for the evaluation metrics, three measurements
are used, as follows.
M1) Accuracy at the Final Communication Round: It is cal-

culated according to (6), where TP, TN, FP, and FN
represent true positives, true negatives, false positives,
and false negatives, respectively.

M2) Round Number When the Global Model First Reaches
the Target Accuracy: The target accuracies are 70.00%,
85.00%, 45.00%, and 85.00% for FMNIST, CelebA,
CIFAR-10, and GermanTS, respectively. They are
defined as the mean of the four baselines [27].

M3) Total Communication Cost When the Target Accuracy Is
Reached: It is calculated according to (7) with estimated
unit costs listed in Table VI

acc = TP+ TN

TP+ FP+ FN+ TN
(6)

costtotal =
Ttarget∑

t=1

(
costtshallow + costtdeep

)
(7)

s.t.:

⎧
⎪⎨

⎪⎩

costmodel = 4×modelparameter_size
1024×1024

costdeep = 4×deepparameter_size
1024×1024

costshallow = costmodel − costdeep.

(8)

B. Client Activation

ICA utilizes the hyperparameter α to determine the max-
imum number of clients to be activated in a communication
round. In general, a small α can reduce the overall resource
consumption of an AFL cluster, but may have side effects
on the global model. To analyze the potential influences, ten
standardized ICA variants with α = 0.1 to 1.0 are created and
tested. It is worth noting that ICA(1.0) means all clients in the
AFL cluster will be activated to train the global model.

As shown in Table VII, the results in the Activation Group
indicate that compared to the four best baselines (which are
FedProx for FMNIST, ASO-Fed for CelebA, FedProx for
CIFAR-10, and FedAvg for GermanTS, respectively), the use
of ICAs can, surprisingly, benefit the overall performance with
a maximum improvement in accuracy by about 7.43%, and
learning speed by about 50.59%. It shows that the activation of
clients with richer information in each communication round
can tackle the overlearning issue effectively and efficiently.

Moreover, as shown in Fig. 3 the heatmap of accuracy
growth, two distinctive patterns can be detected, as follows.
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TABLE VII
SUMMARY OF EVALUATION RESULTS

1) Pattern 1 (More Stable Around the Middle for Simple
Tasks): As shown in Fig. 3(a) and (b), in the first half of
communication rounds represented by Areas 1–3, ICAs
in Areas 2 and 3 gain a higher accuracy growth than the

ones in Area 1 for FMNIST, but for CelebA, ICAs in
Area 1 is better than Areas 2 and 3. While comparing
Areas 4–6 with Areas 1–3, their performances change
diagonally, as Area 4 in FMNIST and Area 6 in CelebA
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TABLE VIII
ACCURACY COMPARISON BETWEEN MLU(600, 3, 1) AND MLU(600, 15, 5)

(a) (b) (c) (d)

Fig. 3. Heatmap of accuracy growth of ICA variants in (a) FMNIST, (b) CelebA, (c) CIFAR-10, and (d) GermanTS.

overtake the rest areas. This phenomenon indicates that
ICAs with α in the medium range from 0.4 to 0.6 can
maintain more stable and consistent accuracy growth to
support simple learning tasks.

2) Pattern 2 (More Stable Above the Middle for Complex
Tasks): As shown in Fig. 3(c) and (d), most ICAs can
gain a consistent accuracy growth, except ICAs with α

close to 0 (reflected by Areas 1 and 4), whose perfor-
mances become worse than the baseline along with the
increase of communication rounds. It indicates that a
larger α (which can activate more clients to provide suf-
ficient data) is more suitable for complex tasks (as they
need more data samples to train an accurate model).

Finally, since ICA(0.5), ICA(0.6), and ICA(0.9) can not only
achieve the best performance but also remain a stable accuracy
growth for FMNIST and CelebA, CIFAR-10, and GermanTS,
respectively, they are used as the default settings of ICAs in
the Integration group.

C. Interaction Optimization

Since MLU can reduce the communication cost in the case
that m is bigger than n, ten normalized MLU variants with
M = 600, m = 1 to 10, and n = 1, and an additional MLU
with m = 15 and n = 5 are created to analyze how m and n
may influence the performance. Note that MLU(600, 1, 1) is
the case that no optimization is made.

As a result, two observations can be made as follows.
1) Observation About m (It Is Beneficial to Update Shallow

and Deep Layers Separately): According to the results
listed in Table VII Interaction Group, MLUs can outper-
form the baselines in CIFAR-10 (with m = 3), CelebA
(with m = 3), and GermanTS (with m = 6), respectively,

and for FMNIST, MLU with m = 3 can also catch up
with the best baseline FedProx, and surpass the rest three
baselines. It shows that MLU can, indeed, improve the
model performance by separating the update of shallow
and deep layers.

2) Observation About n (It Is Helpful to Update Shallow
and Deep Layers Actively): As illustrated in Table VIII,
MLU(600, 3, 1) and MLU(600, 15, 5) are compared.
Even though they have the same client–server interaction
ratio of (m/n) (it means they have the same communi-
cation cost), MLU(600, 3, 1) can always stay ahead of
MLU(600, 15, 5) in all cases during the learning. It indi-
cates that the update of deep layers needs to be active
and less delayed with shallow layers to maximize the
potential benefits of MLU.

Finally, among MLU variants, for FMNIST, CelebA, and
CIFAR-10, MLU(600, 3, 1) can not only achieve the high-
est accuracy of 71.25%, 85.60% and 49.43% but also first
reach the target accuracy at the 328th, 506th, and 321st round,
and for GermanTS, MLU(600, 6, 1) can also achieve the best
performance in both training accuracy (92.55%) and speed (at
170th round). Accordingly, they are used as the default setting
of MLUs in the Integration group.

D. Aggregation Enhancement

In general, according to the evaluation results summa-
rized in Table VII Aggregation Group, when comparing the
performance of TWF, IWE-IE, and IWE-LN with the four
baselines, two improvements can be observed as follows.

1) Model Accuracy: It improves about: a) 2.47% against the
best baseline FedProx (71.35%) in FMNIST; b) 2.49%
against the best baseline ASO-Fed (85.22%) in CelebA;
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(a) (b) (c) (d)

Fig. 4. Accuracy growth of TWF, IWE-IE, and IWE-LN in (a) FMNIST, (b) CelebA, (c) CIFAR-10, and (d) GermanTS.

(a) (b) (c) (d)

Fig. 5. Performance comparison in (a) FMNIST, (b) CelebA, (c) CIFAR-10, and (d) GermanTS.

c) 3.93% against the best baseline FedProx (48.13%)
in CIFAR-10; and finally, d) 4.96% against the best
baseline FedAvg (88.48%) in GermanTS.

2) Training Speed: It accelerates about: a) 33.21% against
the best baseline FedProx in FMNIST; b) 56.86%
against the best baseline ASO-Fed in CelebA; c) 30.07%
against the best baseline ASO-Fed in CIFAR-10; and
finally, d) 35.75% against the best baseline FedAvg in
GermanTS.

Moreover, their accuracy growth (using FedAvg as the base-
line) is also analyzed as shown in Fig. 4. In general: 1) both
TWF and IWE-IE/LN can consistently improve the model
accuracy and 2) TWF performs better than IWE-IE/LN in all
four cases (as indicated by the blue line in Fig. 4). Besides
that, a decrease of two IWEs can be found in Fig. 4(b). It
is because: 1) CelebA has binary labels; 2) the local data of
clients grows gradually; and 3) IWE may give more informa-
tive weights to a few clients with massive but similar data
at the early stage. However, when more data are assigned to
the clients, the accuracy growth of IWE can catch up and
overcome the baseline.

Finally, according to the above analyses, the proper usage
of temporal and informative attributes during the model aggre-
gation can improve both model accuracy and training speed.

E. Full Integration

The optimal performance of TrisaFed is tested by inte-
grating the four strategies and using them simultaneously.
Since IW can be calculated according to IE or LN, there
are two TrisaFed variants, denoted as TrisaFed(IE) and
TrisaFed(LN).

In general, as summarized in Table VII Integration group,
both TrisaFed(IE) and TrisaFed(LN) can outperform the best

baseline in each data set with: 1) model accuracy improved
by about 8.40% and 8.20%, respectively, and 2) training speed
accelerated by about 81.57% and 70.78%, respectively.

Moreover, the capability of TrisaFed is further analyzed in
three aspects as follows.

1) Ability to Improve Training Performance: As illustrated
in Fig. 5, the two TrisaFed variants share a similar curve,
which not only grows sharper but also positions higher
than the rest four lines in each data set. The same result
can also be observed in Table IX. Such an observation
highlights the strength of TrisaFed that as an inte-
grated mechanism of AFL, it can train high-performance
models rapidly and steadily.

2) Ability to Support Growing Data Sets: As demon-
strated in Fig. 6, with the growth of data, TrisaFed
is ahead of the four baselines in all the data sets.
It implies that TrisaFed can better support the real-
world scenario, in which IoT devices can collaborate
with the server to train a global model based on
their local data sensed and accumulated gradually and
continuously.

3) Ability to Reduce Communication Cost: As shown in
Fig. 7, compared with the four baselines, TrisaFed can
dramatically reduce the communication cost by about
89.77% for FMNIST, 93.90% for CelebA, 83.26% for
CIFAR-10, and 89.84% for GermanTS, respectively.
It underlines another strength of TrisaFed that it can
optimize the client–server interaction efficiently and
effectively.

In summary, by integrating the four proposed strategies,
i.e., ICA, MLU, TWF, and IWE, TrisaFed can: 1) dramati-
cally improve training performance in terms of accuracy and
speed and 2) significantly reduce the consumption of limited
communication resources of IoT devices.
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TABLE IX
ACCURACY COMPARISON BETWEEN TRISAFED AND BASELINES

(a) (b) (c) (d)

Fig. 6. Accuracy comparison while training data increases in (a) FMNIST, (b) CelebA, (c) CIFAR-10, and (d) GermanTS.

Fig. 7. Comparison of communication cost in the four data sets.

F. Discussion

From the above analyses, the pros and cons of the four
strategies can be summarized as follows.

1) Pros and Cons of ICA: In general, ICA can significantly
remedy the overlearning issue , especially in the scenario

that the local data of each client are sensed and accumu-
lated gradually. However, it still needs prior knowledge
to configure α. Such that, a heuristic algorithm can be
studied to search for an optimal α according to runtime
feedback, i.e., the accuracy improvement.

2) Pros and Cons of MLU: By adjusting the uploading
frequency of deep layers of DNNs, MLU can not only
dramatically reduce the communication cost but also
slightly improve the model accuracy. However, MLU
uploads shallow layers consistently without distinguish-
ing their contributions to the global model. Hence, a
method to analyze layerwise changes can be investigated
to further optimize the client–server interaction.

3) Pros and Cons of TWF and IWE: Both TWF and
IWE can remarkably improve the overall performance of
AFL in terms of training speed and accuracy. However,
their accuracy growth may tremble during the learn-
ing because of the temporal and informative uncertainty.
Therefore, an adaptive weight can be designed to imple-
ment a more efficient and effective aggregation function.

As TrisaFed integrates the four strategies, it inherits their
advantages in activating clients with sufficient new information
as learning participants to remedy the overlearning issue, opti-
mizing the uploading frequency of model layers to reduce
communication cost, and enhancing the aggregation function
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to improve the overall performance of the global model.
As a result, TrisaFed can support AFL comprehensively and
systematically with outstanding performance in terms of com-
munication efficiency, learning speed, training stability, and
model accuracy.

V. CONCLUSION AND FUTURE WORK

To tackle emerging challenges of AFL in client activa-
tion, interaction optimization, and aggregation enhancement
to efficiently and effectively train an intelligent core of IoT
in an unblocking and privacy-preserving way, this article pro-
poses the triple-step AFL mechanism, called TrisaFed, which
consists of: 1) ICA to activate AFL participants with rich
information in each communication round; 2) MLU to reduce
communication cost by adjusting the update frequency of
shallow and deep layers of DNNs; and 3) TWF and IWE
to enhance model aggregation by utilizing the temporal and
informative attributes of local parameters, respectively.

As shown by the evaluation results, first, ICA can improve
the model accuracy and learning speed together with the over-
learning issue addressed by using an appropriate α. Second, by
adjusting m and n, MLU can not only reduce the consumption
of local resources but also improve the overall performance
to learn DNNs. Third, both TWF and IWE can improve the
overall performance in terms of training speed and model accu-
racy. Finally, while comparing with the four state-of-the-art
baselines (i.e., FedAvg, FedProx, FedAsync, and ASO-Fed),
TrisaFed (using ICA, MLU, TWF, and IWE jointly) can:
1) achieve the highest accuracy in the four data sets (i.e.,
FMNIST, CelebA, CIFAR-10, and GermanTS) with a max-
imum improvement of about 8%; 2) reach the target accuracy
about five times faster; and 3) reduce communication cost by
about 90%.

In the future, instead of configuring ICA and MLU manu-
ally, a dynamic optimizer will be designed and implemented
to automatically select α, m, and n in runtime based on a
heuristic algorithm, which can search for a local optimum in
a space defined by constraints, e.g., the overall training cost,
the minimum model accuracy, etc. Moreover, the data het-
erogeneity among AFL clients will be analyzed to create a
unified data quality indicator, through which more accurate
informative attributes can be generated and utilized to support
client activation and model aggregation. Finally, a collabora-
tion mechanism that manages massive IoT devices according
to an adaptive and robust network structure will be investi-
gated to further improve the efficiency and effectiveness of
AFL.
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