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Abstract 

The performance of Information Retrieval 
in the Question Answering system is not 
satisfactory from our experiences in  
TREC QA Track. In this article, we take a 
comparative study to re-examine IR tech-
niques on document retrieval and sen-
tence level retrieval respectively. Our 
study shows: 1) query reformulation 
should be a necessary step to achieve a 
better retrieval performance; 2) The tech-
niques for document retrieval are also ef-
fective in sentence level retrieval, and 
single sentence will be the appropriate re-
trieval granularity. 

1 Introduction 

Information Retrieval (IR) and Information Extrac-
tion (IE) are generally regarded as the two key 
techniques to Natural Language Question Answer-
ing (QA) System that returns exact answers. IE 
techniques are incorporated to identify the exact 
answer while IR techniques are used to narrow the 
search space that IE will process, that is, the output 
of the IR is the input of IE.  

According to TREC QA overview (Voorhees, 
2001; Voorhees, 2002), most current question an-
swering systems rely on document retrieval to pro-
vide documents or passages that are likely to 
contain the answer to a question. Since document-
oriented information retrieval techniques are rela-

tive mature while IE techniques are still under de-
veloping, most of current researches have focused 
on answer extraction (Moldovan et al., 2002; 
Soubbotin et al., 2001; Srihari and Li, 1999). There 
is little detailed investigation into the IR perform-
ance which impacts on overall QA system per-
formance. Clarke et al. (2000) proposed a passage 
retrieval technique based on passage length and 
term weights. Tellex et al. (2003) make a quantita-
tive evaluation of various passage retrieval algo-
rithms for QA. Monz (2003) compares the 
effectiveness of some common document retrieval 
techniques when they were used in QA. Roberts 
and Gaizauskas (2003) use coverage and answer 
redundancy to evaluate a variety of passage re-
trieval approaches with TREC QA questions. 

In most of current researches, the granularity 
for information retrieval in QA is passage or 
document. What is the potential of IR in QA and 
what is the most appropriate granularity for re-
trieval still need to be explored thoroughly. 

We have built our QA system based on the co-
operation of IE and IR. According to our score and 
rank on past several TREC conferences, although 
we are making progress each year, the results are 
still far from satisfactory. As our recent study 
shows, IR results in much more loss comparing 
with IE. Therefore, we re-examine two important 
questions that have ever been overlooked: 

• Whether a question is a good query for re-
trieval in QA? 



• Whether the techniques for document re-
trieval are effective on sentence level re-
trieval?  

In this paper, we compare some alternative IR 
techniques and all our experiments are based on 
TREC 2003 QA AQUAINT corpus. To make a 
thorough analysis, we focus on those questions 
with short, fact-based answers, called Factoid 
questions in TREC QA. 

In Section 2, we describe our system architec-
ture and evaluate the performance of each module. 
Then in section 3, according to the comparison of 
four document retrieval methods, we find the rea-
son to limit our retrieval performance. We then 
present in Section 4 the results of four sentence 
level retrieval methods and in Section 5 we re-
search different retrieval granularities. Finally, 
Section 6 summarizes the conclusions. 

2 System Description 

Our system to answer Factoid questions  contains 
five major modules, namely Question Analyzing 
Module, Document Retrieval Engine, Sentence 
Level Retrieval Module, Entity Recognizing Mod-
ule and Answer Selecting Module. Figure 2.1 illus-
trates the architecture. 

 
In this paper, a Bi-sentence means two consecu-

tive sentences and there is no overlapping between 

two consecutive Bi-sentences; a phrase means a 
sequence of keywords or one keyword in a ques-
tion, where a keyword is a word in the question but 
not in Stop-word list. 

To answer each question, Question Analyzing 
Module makes use of NLP techniques to identify 
the right type of information that the question re-
quires. Question Analyzing Module also preproc-
esses the question and makes a query for further 
retrieval. Document Retrieval Engine use the ques-
tion to get relevant documents and selects top n  
ranked relevant documents. Since the selected 
documents contain too much information , Sentence 
Level Retrieval Module matches the question with 
the selected relevant documents to get relevant Bi-
sentences, and selects top m  ranked Bi-sentences. 
Entity Recognizing Module identifies the candi-
date entities from the selected Bi-sentences, and 
Answering Selecting Module chooses the answer 
in a voting method.  

In our TREC 2003 runs, we incorporate PRISE 
and Multilevel retrieval method and we select 50 
documents and 20 Bi-sentences. As our recent 
study shows: among the 383 Factoid questions 
whose answer is not NIL, there are only 275 ques-
tions whose answer could be got from the top 50 
relevant documents, while there are only 132 out 
of 275 questions whose answer could be extracted 
from the top 20 relevant Bi-sentences. All our sta-
tistics are based on the examination of both answer 
and the corresponding Document ID. 

 

 
Figure 2.2 illustrates the loss distribution of 

each module in our QA system. It is amazing that 
more than sixty percent of loss is caused by IR 
while we used to take it for granted that IE is the 
bottleneck of QA system. So we should re-examine 
the IR techniques in QA system, and we take ac-



count of document retrieval and sentence level re-
trieval respectively. 

3 Document Retrieval Methods  

Is a question a good query? If the answer is YES, 
the retrieval algorithm will determine the perform-
ance of document retrieval in QA system. When 
we implement a document retrieval system with 
high performance, we could get a satisfactory re-
sult. To explore this, we retrieve relevant docu-
ments for each question from the AQUAINT 
document set with four IR systems: PRISE, basic 
SMART, Enhanced-SMART and Enhanced 
SMART with pseudo-relevant feedback.  In these 
experiments, we use the question itself as the query 
for IR system. 

3.1 PRISE 
The NIST PRISE is a full text retrieval system 
based on Tfidf weighting, which uses fast and 
space efficient indexing and searching algorithms 
proposed by Harman and Candela  (1989). To fa-
cilitate those participants in the TREC QA Track 
who do not have ready access to a document re-
trieval system, NIST also publishes a ranked 
document list retrieved by PRISE, in which the top 
1000 ranked documents per question are provided. 

3.2 Basic SMART 
SMART (Salton, 1971) is a well-known and effec-
tive information retrieval system based on Vector 
Space Model (VSM), which was invented by Sal-
ton in the 1960s. Here we give the experiments 
with basic SMART and compare its performance 
with PRISE to make a complete evaluation. 

3.3 Enhanced-SMART (E-SMART) 

According to the study of Xu and Yang (2002) , the 
classical weighting methods used in basic SMART 
such as lnc-ltc do not behave well in TREC. 

In TREC 2002 Web Track, Yang improved the 
traditional Lnu-Ltu  weighting method. Following 
the general hypothesis that relevance of a docu-
ment in retrieval is irrelevant to its length, Yang 
thought over the normalization of the query’s 
length. He found that the length of a query should 
be emphasized much more, but not weakened ac-
cording to the hypothesis above. When he added 
the modified Lnu-Ltu weighting method into the 

basic SMART system, the performance of docu-
ment retrieval was greatly improved. In TREC 
2002 Web Topic Distillation Task, this method has 
been proven to be very effective and efficient.  

Inspired by the success in Web Track, we 
studied the performance of Enhanced-SMART sys-
tem in TREC QA Track. 

3.4 Enhanced-SMART with pseudo-relevant 
feedback (E-SMART-FB) 

We think one of the difficulties of IR in QA system 
is that the number of keywords is too limited in a 
question. It is natural to expand the query with 
pseudo-relevant feedback methods. 

Pseudo-relevant feedback is an effective method 
to make up for lack of keywords in a query. In our 
pseudo-relevant feedback, several keywords with 
the highest term frequency in the top k ranked 
documents returned by the first retrieval are added 
into the initial query, and then we make a second 
retrieval. In the experiments on Web Track after 
TREC 2002, we correct a bug in SMART feedback 
component. Our experiments shows that the 
evaluation performance in Web Topic Distillation 
Task can outperform that of any other system when 
we introduce pseudo-relevant feedback into the 
Enhanced-SMART.  

We try to explore the potential of document re-
trieval in TREC QA Track, so we also do experi-
ments in QA document retrieval by Enhanced-
SMART with pseudo-relevant feedback.  

3.5 Performance Comparison 
Figure 3.1 shows the comparison of four document 
retrieval methods. X coordinate means the number 
of documents we select to make statistics. Y coor-
dinate means the number of the questions that 
could be correctly answered, and here we mean the 
exact answers of these questions are contained in 
the selected documents.  

According to figure 3.1, the results of Enhanced-
SMART retrieval technique, which proved to be 
one of the best in TREC Web Track, are almost the 
same as PRISE; basic SMART performs worst, 
and the performances of other three methods are 
similar.  



 
In the figure above, selecting 100 documents the 

curve representing the basic SMART reaches its 
peak performance of 216, and Enhanced-SMART 
with pseudo-relevant feedback to 291, Enhanced-
SMART to 293.  PRISE reaches the best result 
among them: 294 out of 383 questions could be 
answered correctly, and the accuracy is 76.76%. 
Since the document retrieval is still the first step in 
QA system, such kind of performance is far from 
satisfactory. Selecting more documents could in-
crease the number of potential correct questions, 
however, it is likely to impair the accuracy of the 
following step because the documents which are 
lower relevant to the question probably contain 
more noise. That the slope of the curve in the fig-
ure is becoming shallower illustrates our analysis. 

From TREC 2002 QA overview (Voorhees, 
2002), the best system has a final accuracy of more 
than 70%, which is close to our document retrieval 
performance. This shows that there should exist a 
great increase in our document retrieval. It is well 
known that the retrieval result is based on two fac-
tors: the retrieval algorithm and the query. Since 
the retrieval algorithm has proved to be very effec-
tive, while the results it used in TREC QA docu-
ment retrieval is much lower than expectation, we 
think the point is the latter: a question is not equal 
to a good query.  

As our further experiments show, the pseudo-
relevant feedback doesn’t take effect, which means 
the simple statistics-based query expansion is not 
good. We should think thoroughly about the query 
reformulation, and more effective techniques 
should be studied, in particular, we can make use 
of semantic information to reformulate the query. 
We use the required NE type of a question in IE to 

find the candidate answer, however we overlook it 
in IR because the words where most of the re-
quired NE types are derived from are Stop-words 
or unimportant words with too high frequency. We 
think that utilizing the required NE type would be 
our next attempt to reformulate the query. 

Many query expansion methods have been pro-
posed in QA system, but we used to regard them as 
optional. However, our experiments show that the 
reformulation of query should be necessary to get a 
better IR result. 

4 Sentence level Retrieval Methods  

According to the conclusion of Allan (2003): find-
ing relevant sentences from the document is diffi-
cult based on VSM, we used to think that the 
techniques for document retrieval are not suitable 
to sentence level retrieval, so we proposed a Mult i-
level method in order to get a better retrieval result. 
We compare the Multilevel retrieval with the other 
three methods: Keyword-match retrieval, TFIDF-
based retrieval and Enhanced-SMART-based re-
trieval. We noticed that there are some questions 
whose answer should be extracted from more than 
one sentence, so we take two consecutive sen-
tences as the granularity of retrieval, which we 
called Bi-sentence. To avoid the repetition of in-
formation, we define that there is no overlapping 
sentence between two consecutive Bi-sentences. In 
following experiments, we retrieve relevant Bi-
sentences from the top 50 documents provided by 
PRISE. 

4.1 Keyword-match Retrieval 
The algorithm of Xu (2002) is regarded as one of 
the basic methods to compute the weight of Bi-
sentence: 

)__/(__ pcountqcountkcountpweight +×= β  
where pweight _  means the weight of the Bi-
sentence, kcount _ means the number of matching 
keywords between the question and the Bi-
sentence, qcount _  means the number of key-
words in the question, pcount _ means the num-
ber of keywords in the Bi-sentence and β  is an 
experiential parameter. The Bi-sentence with a la r-
ger weight has the priority to be retrieved. 



4.2 TFIDF-based Re trieval 
It is very natural to take the similarity between a 
question and a Bi-sentence as the weight of the Bi-
sentence. 

We turn the question and the Bi-sentence into 
vectors with the Tfidf formula: 
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, N  is the number 
of all Bi-sentences and tn  is the number of Bi-
sentences that contain word t . 

The weight of the Bi-sentence is the inner 
product between the question vector and the Bi-
sentence vector. The Bi-sentences that have larger 
similarity with the question will be retrieved. 

4.3 Multilevel Retrieval 
Vector Space Model takes a document as a vector 
with each word an element, and words are inde-
pendent from each other. It seems that VSM has 
lost much useful information. Therefore, we want 
to integrate more information to improve sentence 
level retrieval. What we think to use first is syntax 
and semantic information including phase, Chunk, 
POS and so on, but it is difficult to apply such in-
formation in VSM model. So we proposed a Mult i-
level retrieval method. 

Our method is based on two assumptions: 1) 
Bi-sentences that can match a phrase which is 
made up of more than one keyword are more rele-
vant than those only can match separate keywords. 
2) Bi-sentences that can match a phase of a ques-
tion in original form are more relevant than those 
only can match in stemmed form. 

We make use of the Chunk, Pos and Stem in-
formation to apply a four-level method to select 
candidate Bi-sentences. At each level, we define 
two kinds of substrings, Compulsory Phrase and 
Assistant Keyword. Compulsory Phrase is a phrase 
set in which each element is obligatory to match a 
Bi-sentence. Assistant Keyword is a keyword set in 
which each element is optional to match. Those 
words not belong to the Compulsory Phrase and 
Stop-word list are regarded as the elements of the 

Assistant Keyword. We compute the weight of a 
Bi-sentence as below: 

)__/(__ pcountqcountacountpweight +×= β  
where pweight _  means the weight of the Bi-
sentence, acount _ means the number of matching 
Assistant Keyword between the question and the 
Bi-sentence, qcount _  means the number of key-
words in the question, pcount_ means the num-
ber of keywords in the Bi-sentence and β  is an 
experiential parameter.  

At the first level, we take the last Noun Group 
and the last verb in the last Verb Group as the 
Compulsory Phrase. And those phrases with initial 
capital on each word are also regarded as the 
Compulsory Phrase. At the second level, we move 
the verb from the Compulsory Phrase to the Assis-
tant Keyword because the verb is not easy to match 
and we don’t fulfill the verb expansion. At the 
third level, we only leave those phrases composed 
of successive  initial capital words as the Compul-
sory Phrase. At the last level, the Compulsory 
Phrase is empty, and all words belong to Assistant 
Keyword. 

All relevant Bi-sentences are ranked by the fol-
lowing rules: the Bi-sentence selected from the 
higher level has a higher priority, and in the same 
level, the Bi-sentence with a larger weight has a 
higher priority. Furthermore, the first level is based 
on original matching, while the other three levels 
are based on stemmed matching. 

4.4 Enhanced-SMART-based Retrieval 

Whether an effective document retrieval technique 
is still successful in sentence level retrieval? Since 
the Enhanced-SMART proves to be an effective 
document retrieval system in Web Track, we at-
tempt to study its performance in a small granular-
ity.  

We first construct Bi-sentences from the top 
ranked 50 documents retrieved by PRISE. Then we 
take each Bi-sentence as a document, and use En-
hanced-SMART to make index on them. Finally 
we use the question itself as a query to retrieve the 
Bi-sentences most relevant to the question.  

4.5 Performance Comparison 

Figure 4.1 shows the comparison of four sentence 
level retrieval methods in the granularity of Bi-
sentence. The performances of Multilevel retrieval 



and TFIDF-based retrieval are similar, but what 
surprises us is that our attempt to Enhanced-
SMART-based retrieval makes a hit. It defeats 
Multilevel retrieval, and gets to a higher perform-
ance in sentence level retrieval. Selecting top 100 
ranked Bi-sentences, the Enhanced-SMART-based 
retrieval reaches its peak where answers of 201 
questions can be found, while by the Multilevel 
retrieval, only 181 questions could be correctly 
answered. 

In fact, Enhanced SMART is a variant of Tfidf 
weighting method based on VSM model. In its 
Lnu-Ltu weighting formula, the length of a docu-
ment and query is considered well. The experiment 
results show that Tfidf method based on VSM can 
also achieve a good performance in sentence level 
retrieval. 

Such a result is beyond our original intention. 
In figure 4.1, the performance of Multilevel re-
trieval is better than keyword-match retrieval and 
simple Tfidf method. It seems that our expectation 
about Multilevel retrieval is reasonable, but En-
hanced SMART overthrows our original idea. 

 
A reason for us is that we didn’t implement a 

complete Multilevel method, many factors were 
ignored during the matching at each level, and we 
also made no use of some more useful information 
such as NE-type. 

We think the limited scale of corpus is another 
important reason for the unsatisfactory perform-
ance of Multilevel retrieval. At the same time, the 
algorithm in Multilevel method is still too simple, 
a better scoring strategy is needed to substitute our 
simple method. 

5 The granularities of Retrieval 

According to the previous section, we learn that 
the performance of small granularity retrieval such 
as Bi-sentence is good using the same techniques 
as document retrieval. However, we want to make 
it clear what granula rity will perform the best and 
what is the best performance it can achieve. 

In our original opinion, there is no repetition of 
information in Bi-sentences. However, this method 
would possibly break two highly relevant sen-
tences into two Bi-sentences and the importance of 
each Bi-sentence would be weakened by the other 
sentence in it. Furthermore, if the answer should 
just be extracted from these two sentences, our en-
deavor to taking two consecutive sentences into 
account will be in vain. 

So we examine another retrieval granularity, 
overlapping Bi-sentence, that is, every two sen-
tences will construct an overlapping Bi-sentence, 
and every two consecutive overlapping Bi-
sentences have one sentence in common. For ex-
ample: 

Four consecutive sentences 

1s , 2s , 3s and 4s are in a document, 
and they can construct two 
Bi-sentences 21 _ ss and 43 _ ss , 
while they can build three 
overlapping Bi-sentences: 

21 _ ss , 32 _ ss  and 43 _ ss . 
The repetition information is what we try to 

avoid, so we further consider single sentence as 
our retrieval granula rity.  That is, we make index 
on each single sentence to retrieve in the Enhanced 
SMART. 

Figure 5.1 displays the performance of three 
granularities of retrieval. Since a Bi-sentence or an 
overlapping-Bi-sentence contains two sentences, 
we should compare the number of questions that 
could be correctly answered between m Bi-
sentences and m2 single sentences. According to 
the figure above, Bi-sentence that we used in 
TREC 2003 QA track performs worst, while the 
results of the other two granularities are similar: 
Selecting 50 overlapping Bi-sentences we hit the 
value of 215 on the represented curve and making 
a selection of 100 single sentences we get 214; Se-
lecting 100 overlapping Bi-sentences we reach 232 
and selecting 200 single sentences we obtain 228. 



 
Comparing with techniques used in our TREC 

runs, only 132 out of 275 questions could be cor-
rectly answered by selecting 20 Bi-sentences, 
while utilizing the Enhanced-SMART to retrieve 
40 single sentences that are equal in data to 20 Bi-
sentences for further process, we could at most 
correctly answer 192 questions. That is an amazing 
improvement of 45.45% in sentence level retrieval 
module. 

Selecting 200 single sentences, the accuracy of 
sentence retrieval reaches 82.91%, that is, 228 out 
of 275 questions could be correctly answered. Us-
ing semantic-based query reformulation, we could 
probably further improve the performance of sen-
tence retrieval. In a word, what we can affirm is 
that the techniques for document retrieval are also 
effective in sentence retrieval.  

6 Conclusion 

Considering document retrieval and sentence re-
trieval separately, we achieve an acceptable per-
formance on each module, but the overall 
performance of IR in QA system is still far from 
satisfactory because of the cumulated loss in 
document retrieval and sentence retrieval. Using 
the 50 top ranked documents produced by PRISE 
and retrieving 200 single sentences from them, the 
accuracy of document retrieval is 71.80%, and the 
accuracy of sentence retrieval is 82.91%, while the 
overall accuracy of IR is the product of the two 
module’s accuracy, that is only 59.53%.  

Since the techniques used in document retrieval 
and sentence retrieval are the same, we suppose 
that retrieving sentences from the corpus directly 
will combine two cumulated loss into one and the 

overall performance might get better. We will ful-
fill this idea in the next step. 

In conclusion, after re-examining the IR tech-
niques in QA system, we get a satisfactory answer 
to the two questions presented at the beginning of 
this article, which will greatly enlighten our future 
research in QA domain: 

• A question is not a good query, and query 
reformulation should be a necessary step to 
get a better retrieval performance. 

• The techniques for document retrieval are 
also effective in sentence level retrieval, and 
single sentence will be the propriety re-
trieval granularity.  
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